Lesson 3. Memory Hierarchy: RAM, Cache, and
ROM

The concept of memory hierarchy is a structured approach to computer memory
organization that balances cost, speed, and capacity to optimize overall system
performance. It is based on the premise that a computer can operate more efficiently if it
has a variety of storage options, each differing in speed, size, and cost. This

hierarchical arrangement ensures that the most frequently accessed data is stored in
the fastest memory systems, while less frequently used data is stored in slower, more
cost-effective memory.

The memory hierarchy plays a crucial role in enhancing the performance of a computer
system by minimizing the latency (the delay before data transfer begins following an
instruction for its transfer) and maximizing the bandwidth (the rate at which data can be
read from or stored into a memory unit). Since there is a significant difference in speed
between the CPU and main memory (and even larger disparities with secondary
storage devices), without a well-designed memory hierarchy, the CPU would spend
most of its time waiting for data to be transferred from memory, drastically reducing the
system’s efficiency.

Levels of Hierarchy

The memory hierarchy is composed of several levels, each with its own characteristics
regarding speed, size, and cost:

CPU Registers: At the top of the hierarchy, registers are the smallest and fastest type
of memory. Located inside the CPU, they hold the data and instructions that the CPU is
currently processing. Due to their speed, registers significantly enhance performance
but are limited in number and size.

Cache Memory: Cache is a smaller, faster type of volatile computer memory that
provides high-speed data access to the processor and stores frequently used computer
programs, applications, and data. Cache memory provides faster data storage and
access by storing instances of programs and data routinely accessed by the processor.
There are typically multiple levels of cache (L1, L2, and sometimes L3), with L1 being
the smallest and fastest.



Main Memory (RAM): Random Access Memory (RAM) is a larger pool of volatile
memory that is directly accessible by the CPU. It is slower than CPU caches but faster
than secondary storage. RAM is used to store the operating system, application
programs, and data currently in use so that they can be quickly reached by the device's
processor.

Secondary Storage: This level includes devices like hard disk drives (HDDs),
solid-state drives (SSDs), and external storage media. Secondary storage is
non-volatile, meaning it retains data when the computer is turned off. It offers large
storage capacity at a much lower cost per bit than RAM or cache, but at the expense of
speed.

The efficient management and interaction between these different levels of memory are
fundamental to achieving a balance between performance and cost. Operating systems
and CPU architectures are designed with the memory hierarchy in mind, employing
algorithms and hardware mechanisms to optimize data retrieval and storage processes.
This hierarchy allows computers to deliver high performance while keeping the cost of
memory storage manageable, highlighting the critical importance of memory hierarchy
in computer system design.

Cache Memory

Cache memory plays a crucial role in bridging the speed gap between the CPU and the
main memory, significantly enhancing the overall system performance. It is a
small-sized type of volatile computer memory that provides high-speed data access to
the processor and stores frequently used computer programs, applications, and data.

Cache memory is located close to the CPU to minimize latency (the time it takes to
transfer information from memory to the CPU). The primary function of cache memory is
to store copies of frequently accessed data from main memory. When the CPU needs to
access data, it first checks whether that data is in the cache—a process known as a
cache hit. If the required data is not found in the cache (a cache miss), it is then
retrieved from the main memory. By storing and providing quick access to frequently
used data, cache memory reduces the average time to access data from the main
memory, speeding up the computation process.



Types of Cache

Cache memory is typically structured in multiple levels, denoted as L1, L2, and L3, each
differing in size, speed, and location relative to the processor:

L1 Cache (Level 1): This is the first and fastest layer of cache, integrated directly into
the processor chip. L1 cache is very small, typically ranging from 2KB to 64KB, but it
offers the shortest access times, allowing for extremely quick data retrieval. It is usually
split into two parts: one for storing instructions (instruction cache) and the other for data
(data cache).

L2 Cache (Level 2): L2 cache is larger than L1, usually ranging from 256KB to 2MB. It
can be located on the CPU chip or on a separate chip close to the CPU. Though slower
than L1 cache, L2 cache still provides faster access to data than main memory, and it
stores data that is less frequently accessed but still likely to be needed soon.

L3 Cache (Level 3): This cache level is shared among the cores of the CPU, making it
accessible by all cores. It is larger than L1 and L2, often ranging from 2MB to 64MB or
more, and serves as a reservoir of data that can be accessed relatively quickly by any
core. L3 cache balances the access speed between the very fast L1 and L2 caches and
the slower main memory.

Cache Mapping Techniques

To manage the data stored in cache memory, different cache mapping techniques are
employed, determining how and where data from main memory is placed in the cache:

Direct-Mapped Cache: Each block of main memory maps to exactly one cache line.
This method is straightforward and fast but can lead to high rates of cache misses if
many memory operations target data that maps to the same cache line.

Fully Associative Cache: Any block of main memory can be placed in any cache line.
This flexibility reduces cache misses but requires more complex hardware to check the
entire cache to find data, potentially slowing down access.

Set-Associative Cache: This is a compromise between direct-mapped and fully
associative caches. The cache is divided into several sets, and each block of main
memory can be placed in any cache line within a specific set. This method aims to
reduce cache misses while avoiding the complexity and performance issues of fully
associative caches.



Cache memory is a critical element in the memory hierarchy, effectively reducing the
data access time for the CPU and enhancing the overall performance of the computer
system.

Random Access Memory (RAM)

Random Access Memory (RAM) serves as the main memory in a computer system,
playing a pivotal role in the computer's performance and its ability to run programs
efficiently. It is a type of computer memory that can be accessed randomly; that is, any
byte of memory can be accessed without touching the preceding bytes. RAM is used by
the CPU to store data and instructions that are actively being processed, acting as a
temporary workspace. The data stored in RAM is volatile, meaning it is lost when the
computer is turned off.

Types of RAM

There are two primary types of RAM, each with distinct characteristics and uses: Static
RAM (SRAM) and Dynamic RAM (DRAM).

Static RAM (SRAM): SRAM retains data bits in its memory as long as power is being
supplied, without needing to be periodically refreshed. This is achieved by using six
transistors per memory cell, making it faster but also more expensive to produce than
DRAM. Due to its speed, SRAM is often used for cache memory in CPUs, where quick
access to data is paramount.

Dynamic RAM (DRAM): DRAM stores each bit of data in a separate capacitor within an
integrated circuit, which requires periodic refreshing to maintain the stored data. This
refresh requirement makes DRAM slower compared to SRAM. However, DRAM is less
expensive and has a higher density, allowing for more memory capacity per chip. This
makes it suitable for use as the main memory in computers and other devices where
large amounts of RAM are benéeficial.

Factors Affecting RAM Performance

The performance of RAM, and consequently the overall system performance, is
influenced by several factors:



Memory Speed: The speed of RAM, often referred to in terms of frequency (MHz or
GHz), impacts how quickly data can be read from or written to memory. Higher memory
speeds allow for faster data transfer rates, reducing the time the CPU has to wait for
data from RAM, which can significantly improve system performance, especially in tasks
that require rapid data processing.

Size (Capacity): The size of RAM in a system determines how much data and how
many applications can be actively processed at one time. More RAM allows a computer
to work with more information simultaneously, reducing the need to swap data in and
out of slower secondary storage. This is particularly important for running multiple
applications at once or for processing large files or datasets.

Memory Channels: Modern computers can use multiple channels to access RAM,
effectively increasing the throughput by allowing simultaneous data transfers on more
than one channel. Using dual-channel or quad-channel memory configurations can
further enhance performance.

Latency: This refers to the delay between a request for data and the delivery of that
data. Lower latency means quicker access to data stored in RAM, contributing to faster
system performance.

RAM is a critical component in determining a computer's performance, with its speed,
size, and the technology used (SRAM or DRAM) playing key roles in how efficiently a
computer can run programs and process data. Upgrading RAM is often one of the most
cost-effective ways to improve a computer's performance, especially for systems that
are several years old.

Read-Only Memory (ROM)

Read-Only Memory (ROM) is a type of non-volatile memory used in computers and
other electronic devices to store firmware or software that is not intended to be modified
frequently. Unlike Random Access Memory (RAM), the data in ROM remains intact
even when the device is turned off, making it ideal for storing the essential instructions
for booting up the computer and performing hardware initialization. ROM contains the
basic instructions for the computer's operation, including the boot firmware and the
system firmware that interfaces with and controls various hardware components.



Over time, different types of ROM have been developed to meet various technological
needs, allowing for varying degrees of flexibility in terms of data storage and
modification:

PROM (Programmable Read-Only Memory): PROM is a type of ROM that can be
programmed once by the user. After programming, the data written to a PROM chip
becomes permanent and cannot be altered or erased by normal means. PROMs are
used in applications where the need for data permanence outweighs the lack of
flexibility, such as in embedded systems where the program does not need to change
once it has been developed.

EPROM (Erasable Programmable Read-Only Memory): EPROM technology allows
data stored in ROM to be erased and reprogrammed. The contents of an EPROM can
be erased by exposing the chip to ultraviolet (UV) light for a certain period, then
reprogrammed using special equipment. This capability makes EPROMs useful in
situations where the need for data storage permanency is balanced with the flexibility to
update the stored data, such as during the development and testing of new firmware or
software.

EEPROM (Electrically Erasable Programmable Read-Only Memory): EEPROM
takes the reprogrammability of EPROM a step further by allowing the data to be
electrically erased and reprogrammed in small sections, rather than requiring the entire
chip to be erased at once. This can be done using the normal electrical voltage, making
it easier and more efficient to update firmware or data stored in EEPROM. EEPROM is
widely used in applications where data may need to be updated periodically or
incrementally, such as in configuration settings, small data collection devices, and
certain types of digital media.

Each type of ROM offers a unique set of characteristics that make it suitable for specific
applications. The choice between PROM, EPROM, and EEPROM depends on the
requirements for data stability, flexibility, and the ability to update the stored information.
ROM, in its various forms, remains a critical component for storing essential firmware
and ensuring the reliable operation of computers and electronic devices.

Virtual Memory

Virtual memory is a critical feature in modern computing systems, allowing computers to
extend their usable memory beyond the physical limits of installed Random Access



Memory (RAM). By leveraging a combination of hardware and software, virtual memory
creates an illusion for users and applications that there is more memory available than
is physically present in the system.

Concept and Functionality

Virtual memory operates by using a portion of the computer's disk storage (such as a
hard drive or SSD) as additional RAM. This space on disk, often called a swap file or
page file, acts as an overflow area for data that cannot be accommodated in the
physical RAM. When the RAM fills up, less frequently accessed data is moved
(swapped) to this disk space to make room for new data and applications currently in
use. This process is largely transparent to the user, with the operating system managing
the complex tasks of deciding which data to move between RAM and disk storage.

The key to virtual memory's functionality lies in its use of memory pages. The operating
system divides both the physical RAM and the virtual memory space on the disk into
blocks of the same size, known as pages. When a program requires more memory than
is available in RAM, the operating system determines which pages are least frequently
accessed and moves them to the disk, freeing up RAM for new pages. This exchange of
pages between RAM and disk storage is known as paging or swapping.

Page File and Swapping

Page File: The page file (or swap file) is a reserved space on the disk designated by
the operating system for use as virtual memory. The size of the page file can be fixed or
dynamically adjusted by the operating system, depending on the system's configuration
and the user's preferences.

Swapping: Swapping involves the transfer of data between physical memory and the
page file on disk. When the operating system swaps out a page from RAM to disk, it
frees up physical memory for other tasks. Conversely, when a program accesses data
that has been swapped out to the page file, that data needs to be swapped back into
RAM, replacing some other data. This process can lead to swapping overhead,
especially if the system is low on RAM and frequently needs to access data stored in
the page file.

While virtual memory significantly enhances the capacity for multitasking and running
large applications on systems with limited physical RAM, it is not without drawbacks.
Access times for data stored on disk are substantially longer than for data in RAM,



which can lead to decreased system performance if the system relies too heavily on
swapping. This performance degradation is often mitigated by optimizing the allocation
of physical RAM and by using faster storage technologies, such as SSDs, for the page
file.

Virtual memory remains a fundamental aspect of modern operating systems, providing
a flexible and efficient way to manage memory resources and ensuring that computers
can run a wide range of applications simultaneously, even with limited physical RAM.



