
Lesson 7: Concurrency Patterns in Clojure
Concurrency in Clojure is based on the principles of immutability, functional
programming, and software transactional memory (STM). Clojure provides several
concurrency patterns to handle concurrent programming effectively and safely. Here are
some common concurrency patterns in Clojure:

Immutable Data Structures:
Clojure encourages the use of immutable data structures. Immutable data eliminates
the need for locks and synchronization, making concurrent programming simpler and
more reliable.

Software Transactional Memory (STM):
STM in Clojure provides a way to manage shared state in a safe and coordinated
manner. It allows multiple threads to make updates to shared data within a transaction,
ensuring consistency and atomicity.

Atoms:
Atoms are references to immutable values. They allow for coordinated, synchronous
updates to their state. Changes to the atom's value are atomic, making it a good choice
for shared, single-piece state.

Refs:
Refs are used with STM and provide a way to coordinate changes across multiple
values within a transaction. Refs support coordinated, synchronous updates across
multiple refs, ensuring consistency.

Agents:
Agents are used for asynchronous updates to independent pieces of state. They
provide a way to update state in a non-blocking, asynchronous manner, making them
suitable for concurrent and parallel processing.

Futures:
Futures are used for asynchronous computations. They allow you to define a
computation that will be executed in a separate thread, and you can retrieve the result
when it's ready.

Promises:



Promises allow for one-time communication between threads. One thread sets a value
using a promise, and another thread can retrieve that value once it's ready.

Channels (core.async):
Clojure's core.async library provides channels for communication and coordination
between concurrent threads. Channels are a powerful construct for managing
concurrent workflows and passing messages between threads.

Parallel Processing with pmap:
Clojure provides the ‘pmap’ function, which allows for parallel processing of a collection.
It automatically divides the collection into chunks and processes them concurrently.

Reduction:
The ‘reduction’ function in Clojure allows for parallel reduction of a collection using a
provided reducing function. It splits the collection and processes parts concurrently, then
combines the results.

Clojure's ForkJoinPool:
Clojure leverages Java's ForkJoinPool for parallel processing of tasks that can be
divided into subtasks.

It's important to choose the appropriate concurrency pattern based on the specific
requirements of your application and the nature of the problem you are trying to solve.
Each pattern has its own use cases and trade-offs in terms of performance, complexity,
and safety.

Managing state and concurrency in Clojure
In Clojure, managing state and concurrency is crucial for building robust and efficient
applications. This lesson will delve into techniques and best practices for handling state
and concurrency in Clojure, covering concepts like atoms, refs, agents, and vars.

1. Atoms
Atoms are a fundamental mechanism for managing state in Clojure. An atom holds a
single value, and its value can be updated using the swap! function in a way that
ensures consistent state changes. Here's an example of using an atom:



(def counter (atom 0))

(swap! counter inc) ; Increment the counter
(println @counter) ; Print the current counter value

In this example, the swap! function is used to increment the value stored in the counter
atom.

2. Refs
Refs provide a way to manage coordinated, synchronous state changes in a concurrent
environment. They allow for coordinated updates across multiple references. The
dosync block is used to ensure that a set of changes occur in a consistent transactional
manner. Here's an example:

(def account (ref 1000))

(dosync
(alter account - 100) ; Withdraw 100 from the account
(println @account)) ; Print the current account balance

In this code, the dosync block ensures that the account balance is updated in a
transactional and consistent manner.

3. Agents
Agents provide a mechanism for asynchronous and uncoordinated state updates. They
allow for state changes that happen independently of other state changes, making them
useful for managing state in a concurrent and asynchronous environment. Here's an
example:

(def temperature (agent 25))

(send temperature inc) ; Increment the temperature
asynchronously
(println @temperature) ; Print the current temperature

In this example, the send function is used to increment the temperature asynchronously.



4. Vars
Vars are used to define thread-local, mutable state. They allow you to dynamically
rebind their value within a lexical scope, making them useful for managing state that's
specific to a particular thread. Here's an example:

(def ^:dynamic *greeting* "Hello, ")

(defn greet [name]
(println (str *greeting* name)))

(binding [*greeting* "Hi, "]
(greet "Alice")) ; Outputs: Hi, Alice

(greet "Bob") ; Outputs: Hello, Bob

In this code, the binding form is used to dynamically rebind the value of *greeting* within
a specific scope.

Understanding these state management constructs—atoms, refs, agents, and
vars—empowers Clojure developers to build efficient and concurrent programs while
maintaining consistent and manageable state across different parts of their applications.

Agents, refs, and atoms for concurrent programming
In Clojure, managing concurrent programming is crucial for building robust and efficient
applications. Three primary constructs—atoms, refs, and agents—facilitate effective
management of shared state in a concurrent environment.

1. Atoms
Atoms are used to manage synchronous, coordinated state updates in Clojure. They
hold a single value and provide a way to update this value in a manner that ensures
consistent changes, even in the presence of concurrency.

2. Refs
Refs enable coordinated, synchronous state changes across multiple references. They
are utilized to ensure consistent updates within a transaction, allowing for coordinated
changes across different references.



3. Agents
Agents provide an asynchronous and uncoordinated approach to state management.
They allow for non-blocking updates, making them suitable for scenarios where you
want to perform asynchronous state changes independently of other updates.

Best Practices and Considerations:
● Atom: Use for synchronous and coordinated state updates where consistency is

crucial.
● Ref: Utilize for coordinated and transactional updates across multiple references.
● Agent: Apply for asynchronous state updates when coordination is not required,

and you want non-blocking behavior.

Understanding these constructs and choosing the appropriate one based on the specific
use case enables efficient concurrent programming in Clojure while maintaining
consistent and manageable shared state. For further details and practical application,
refer to the code examples in your reader.

Exploring Clojure's software transactional memory (STM)
Clojure's Software Transactional Memory (STM) is an essential feature for managing
shared state in a concurrent environment. STM operates within a transactional block,
typically defined using the dosync macro. Transactions in STM are treated as a single
unit of work, maintaining a consistent view of shared state to avoid conflicts.

Transactions within STM execute within a controlled scope, known as a transactional
block. This block ensures that all reads and writes to shared state are treated as a
single unit of work, providing a consistent and coordinated view of the data. If a conflict
is detected during a transaction (e.g., a write-write conflict), STM automatically retries
the transaction to ensure a consistent state, avoiding data corruption.

Clojure offers key functions and macros to facilitate working with STM. The ref function
creates a reference to a value that can be modified transactionally within a dosync
block. The alter function is used to modify the value held by a reference within a
transaction, ensuring coordinated and consistent state changes. Additionally, the
commute function allows for a non-blocking update to a reference's value within a
transaction.



One of the significant advantages of STM is its simplicity and safety in managing
concurrent programming. It simplifies the management of shared state, reducing the risk
of data corruption and race conditions. STM also provides automatic conflict resolution,
detecting conflicts and automatically retrying transactions to ensure consistent state
changes.

Best practices in using STM include keeping transactions short and focused to reduce
contention and increase concurrency. Heavy operations within transactions should be
minimized to maintain efficiency and responsiveness in concurrent environments.

In conclusion, Clojure's STM is a powerful mechanism that offers a structured approach
to safely managing shared state in concurrent programming. It provides safety,
consistency, and reliability in multi-threaded environments, making it an essential tool
for concurrent programming in Clojure. For practical applications and a deeper
understanding, refer to specific code examples related to STM in Clojure.


