Lesson 8: Code Generation

The code generation phase is a crucial step in the process of compilation, which is the
transformation of human-readable source code into machine-executable code. This
phase comes after the previous stages of compilation, such as lexical analysis, syntax
analysis, semantic analysis, and possibly optimization. The primary goal of the code
generation phase is to produce efficient and correct target code that can be executed on
a specific hardware platform.

Here's a comprehensive explanation of the role of the code generation phase in
compilation:

Intermediate Representation (IR) Transformation: Before generating machine code,
the compiler typically generates an intermediate representation (IR) of the source code.
IR is a higher-level representation of the program that simplifies analysis and
optimization. The code generation phase takes this IR and transforms it into the final
machine code.

Mapping High-Level Constructs to Machine Instructions: The code generation
phase maps the high-level constructs present in the source code, such as variables,
expressions, loops, and conditionals, to the corresponding machine-level instructions or
sequences of instructions. This involves translating the abstract syntax of the
programming language into concrete sequences of low-level instructions
understandable by the target hardware.

Memory Management and Allocation: The compiler must allocate memory for
variables, data structures, and other program entities. This involves deciding which
variables should be stored in registers, which should be stored in memory, and how
memory should be managed, considering factors like scope, lifetime, and optimization
opportunities.

Instruction Selection: The compiler selects appropriate machine instructions for each
operation in the source code. This involves choosing instructions that closely match the
desired behavior of the source-level operations. For example, arithmetic operations in
the source code might be mapped to corresponding machine-level arithmetic
instructions.

Register Allocation: Registers are limited resources in a computer's processor, and
efficient utilization of these registers is critical for performance. The code generation



phase assigns variables and temporary values to available registers, minimizing the
need for memory accesses and improving execution speed.

Code Optimization: While code optimization is often associated with an earlier phase
of compilation, some optimization may also occur during code generation. The compiler
might perform simple optimizations, such as constant folding (evaluating constant
expressions at compile time) or peephole optimization (replacing short sequences of
instructions with more efficient equivalents).

Handling Control Flow: The code generation phase is responsible for generating
instructions that manage control flow constructs like loops, conditionals, and function
calls. This includes generating branch instructions for conditional statements and jump
instructions for loops.

Data Representation: The compiler decides how to represent different types of data in
memory or registers. This includes handling data alignment, endianness (byte order),
and other platform-specific considerations.

Generating Error Handling Code: The compiler might insert error-handling code for
scenarios like runtime type checks, array bounds checking, and division by zero
detection.

Target Hardware Abstraction: The generated code should be tailored to the specific
architecture and instruction set of the target hardware. This means that the code
generation phase needs to consider the peculiarities of the target processor, such as
available instructions, memory hierarchy, and addressing modes.

Finalization and Output: Once the code generation process is complete, the compiler
outputs the generated machine code in a suitable format (such as an executable binary
file or an object file) that can be loaded and executed by the computer's hardware.

In summary, the code generation phase is responsible for translating the intermediate
representation of the program into machine-executable code that efficiently and
correctly performs the intended operations. It involves tasks such as mapping high-level
constructs to machine instructions, managing memory and registers, handling control
flow, and adapting the code to the specifics of the target hardware. The effectiveness of
the code generation phase significantly influences the overall performance and behavior
of the compiled program.



Mapping intermediate code to target machine instructions

Mapping intermediate code to target machine instructions is a critical step in the code
generation phase of compilation. This process involves converting the higher-level,
platform-independent intermediate representation (IR) of the source code into actual
machine-level instructions that the target hardware can execute. Here's how this
mapping is typically accomplished:

1. Instruction Selection

- The compiler's backend, responsible for code generation, maintains a collection of
rules or patterns that describe how high-level IR constructs should be translated into
sequences of machine instructions.

- These rules are often expressed in the form of templates, where placeholders are
used to represent operands and other components of instructions.

2. Pattern Matching

- The compiler applies pattern matching algorithms to the IR to identify high-level
constructs that match the predefined patterns.

- For example, an arithmetic addition operation in the IR might be matched to a
pattern that corresponds to an "add" instruction in the target machine's instruction set.

3. Operand Selection

- Once a pattern is matched, the compiler selects appropriate operands from the IR
nodes to populate the placeholders in the machine instruction template.

- This involves determining which registers, memory addresses, or constants
correspond to the operands in the IR.

4. Register Allocation

- The compiler needs to manage the allocation of registers for temporary variables
and values used in the generated machine instructions.

- It assigns available registers based on factors like scope, usage frequency, and
potential for optimization. Register allocation aims to minimize memory accesses and
improve performance.

5. Instruction Generation

- With the pattern matched and operands selected, the compiler generates the actual
machine instruction using the populated template.

- This instruction is added to the growing sequence of machine instructions that will
make up the final executable code.

6. Handling Complex Constructs



- Some high-level constructs in the IR might not have direct counterparts in the target
instruction set. In such cases, the compiler might need to generate multiple instructions
that together achieve the desired behavior.

- Control flow constructs like conditionals and loops are particularly complex to map to
machine instructions and often involve the generation of branches and jumps.

7. Optimization Considerations

- While mapping IR to machine instructions, the compiler can apply additional
optimization techniques.

- These optimizations might include instruction scheduling to improve pipeline
utilization, strength reduction to replace expensive operations with cheaper alternatives,
and other transformations to enhance code efficiency.

8. Platform-Specific Considerations

- Different hardware architectures have unique features, such as specific addressing
modes or specialized instructions. The compiler must account for these differences
during instruction selection and generation.

- The compiler's backend may have different code generation strategies for various
target architectures.

9. Generating Final Code

- As the code generation process proceeds, the compiler accumulates a sequence of
generated machine instructions.

- Once the entire intermediate code is processed, this sequence forms the final
machine code representation of the source program.

10. Output
- The final machine code is typically outputted to an executable binary file or an object
file that can be linked with other code and libraries to create a complete program.

Mapping intermediate code to target machine instructions involves matching predefined
patterns, selecting operands, allocating registers, generating machine instructions, and
considering platform-specific and optimization-related factors. This process ensures that
the high-level logic of the source code is accurately translated into efficient
machine-level instructions that the target hardware can execute.



Mapping Intermediate Code to Machine Instructions

Intermediate code is a representation of a program that is intermediate between the
source code and the machine code. It is used by compilers to generate machine code
that is efficient and portable.

There are several reasons why compilers use intermediate code:

e |t allows the compiler to perform optimizations that are not possible on the source
code. For example, the compiler can reorder instructions to improve performance
or remove unnecessary code.

e |t allows the compiler to generate code for different target machines. The same
intermediate code can be used to generate machine code for different
architectures, such as RISC and CISC machines.

e |t makes it easier to debug programs. The intermediate code is a more abstract
representation of the program than the machine code, which makes it easier to
understand and reason about.

The first step in generating intermediate code is to parse the source code. This process
involves breaking the source code down into its constituent parts, such as expressions,
statements, and functions.

Once the source code has been parsed, the compiler can generate intermediate code
for each of the constituent parts. The specific intermediate code representation that is
used depends on the compiler. Some common intermediate code representations
include three-address code, quad-address code, and abstract syntax trees.

The next step is to translate the intermediate code into machine code. This process is
called code generation. The code generator takes the intermediate code as input and
produces machine code as output.

The code generator must consider a number of factors when generating machine code,
such as the target machine architecture, the desired quality of the generated code, and
the available resources.

The code generator typically uses a variety of techniques to generate machine code,
such as instruction selection, register allocation, and memory management.

Instruction selection is the process of choosing the most efficient machine instructions
to implement each intermediate code instruction.



Register allocation is the process of assigning registers to the variables in the program.

Memory management is the process of allocating and managing memory for the
program.

The final step is to link the machine code for different modules into a single executable
file. This is done by the linker.

The process of mapping intermediate code to machine instructions is a complex one,
but it is essential for the efficient execution of programs. By using a variety of
techniques, compilers can generate machine code that is both efficient and portable.
Here is a detailed walkthrough of the process of converting intermediate code into target
machine instructions:

The compiler parses the source code and generates intermediate code.

The code generator translates the intermediate code into machine code.

The register allocator assigns registers to the variables in the program.

The memory manager allocates and manages memory for the program.

The linker links the machine code for different modules into a single executable
file.

ok wbd =~

The process of mapping intermediate code to machine instructions is an iterative one.
The compiler may make multiple passes over the intermediate code to improve the
quality of the generated machine code.

The process is also influenced by a variety of factors, such as the target machine
architecture, the desired quality of the generated code, and the available resources.

The process of mapping intermediate code to machine instructions is an active area of
research. New techniques are being developed all the time to improve the efficiency
and portability of the generated machine code.

Handling issues

Handling instruction selection and addressing modes is a crucial aspect of the code
generation process in compilation. This involves translating high-level intermediate code
into appropriate machine instructions and memory addressing modes that are



compatible with the target hardware architecture. Let's delve into how these issues are
managed:

Instruction Selection:

Instruction selection involves choosing the appropriate machine instructions to
implement high-level operations specified in the intermediate code. Different high-level
operations might map to different instructions on the target architecture.

e Pattern Matching: The compiler employs pattern matching techniques to identify
high-level operations in the intermediate code that correspond to predefined
patterns. Each pattern corresponds to a particular machine instruction or
sequence of instructions.

e Instruction Templates: The compiler maintains a set of instruction templates that
define the structure of machine instructions. These templates include
placeholders for operands and other necessary information.

e Operands and Registers: The compiler selects appropriate registers or memory
locations for the operands of the instruction. This process involves register
allocation and deciding whether to use immediate values or load values from
memory.

e Complex Expressions: For complex expressions, the compiler might generate
sequences of instructions that involve multiple arithmetic and logical operations
to achieve the desired result.

Addressing Modes:

Addressing modes determine how memory addresses are calculated for accessing
variables or data in memory. Different addressing modes are supported by different
architectures, and the compiler needs to choose the most suitable mode for each
memory access.

e |mmediate Addressing: The operand value is directly embedded in the instruction
itself. This mode is often used for constants and immediate values.

e Register Addressing: The operand is stored in a register. This mode is fast but
limited by the number of available registers.



e Direct Addressing: The operand's memory address is used directly in the
instruction. This is used for accessing global variables or fixed memory locations.

e Indirect Addressing: The operand is a memory location whose address is stored
in a register or another memory location. It's used for accessing variables
through pointers.

e Indexed Addressing: The operand's address is calculated by adding a constant
offset to the value in a register. This is useful for array accesses.

e Base-Offset Addressing: Similar to indexed addressing, but the offset can be a
variable or a constant.

e Scaled Index Addressing: This is often used in array accesses where the offset is
multiplied by a constant (scaling factor).

Platform-Specific Considerations:

Different hardware architectures have unique sets of instructions and addressing
modes. The compiler must take into account these architecture-specific features during
instruction selection and addressing mode determination.

Optimization Impact:

The choice of instructions and addressing modes can significantly impact the
performance of the generated code. Some addressing modes might be more efficient in
terms of memory access, while certain instructions might provide better parallelism or
utilize specialized hardware features.

Generating Efficient Code:

The compiler may apply various optimization techniques during instruction selection and
addressing mode determination. For instance, it might reorder instructions for better
pipelining, choose instructions that map to available hardware execution units, and
minimize memory access overhead.



Fallback Strategies:

In cases where the desired instruction or addressing mode is not directly available, the
compiler might need to generate multiple instructions to achieve the same result or use
software-based emulation for missing hardware features.

In summary, handling instruction selection and addressing modes involves pattern
matching, operand selection, determining appropriate addressing modes, considering
platform-specific features, optimizing code efficiency, and adapting to hardware
limitations. This intricate process ensures that the generated machine code is both
correct and efficient for the target hardware architecture.

Register Allocation and Memory Management

Register allocation is a crucial aspect of code generation in compilation, as it
determines how variables are assigned to CPU registers and memory locations.
Efficient register allocation can significantly impact the performance of the generated
machine code. There are several techniques and strategies to achieve optimal register
allocation:

Local Register Allocation:

In this technique, the compiler assigns registers to variables within a basic block or a
limited scope. Once the scope is left, the registers are freed for reuse. This approach is
simple but may lead to suboptimal results if variables frequently spill in and out of
registers.

Global Register Allocation:

Global register allocation considers the entire program or function and aims to allocate
registers to variables across different basic blocks. This approach requires more
complex analysis and may result in better register utilization.

Graph Coloring:

Graph coloring is a common technique used for register allocation. It models the
register allocation problem as a graph where nodes represent variables and edges
represent conflicts (variables used together in a way that they cannot be in registers
simultaneously). Register allocation is then treated as a graph coloring problem, where
the goal is to color the nodes with a limited number of colors (registers) such that no two
adjacent nodes (conflicting variables) have the same color.



Linear Scan Allocation:

Linear scan is a simple and efficient technique where variables are assigned to registers
based on their lifetime. The compiler maintains a list of registers and checks if a register
is available for allocation when a new variable is introduced. If not, the variable with the
shortest remaining lifetime is spilled to memory.

Interference Graphs:

An interference graph represents the relationships between variables and their conflicts.
Nodes represent variables, and edges represent conflicts between variables. Algorithms
like Chaitin-Briggs, George, and Appel are used to color the interference graph
optimally.

Graph Coloring Heuristics:

When the graph is too complex to solve optimally, heuristic algorithms can be
employed. These algorithms might not guarantee an optimal solution but can provide
reasonable register allocation results in a shorter time. Examples include greedy
coloring and simplification-based heuristics.

Spilling and Spill Code:

When there aren't enough registers for all variables, some variables must be "spilled" to
memory. The compiler generates spill code to transfer values between registers and
memory when necessary. Efficient spilling strategies minimize the impact of memory
accesses on performance.

Register Copying:

Sometimes, variables that are live simultaneously can be assigned to the same register.
This technique reduces the need for spilling but requires careful tracking of register
contents and copy propagation.

Coalescing:
Coalescing merges two variables into a single register if they do not interfere with each
other. This can reduce register pressure and improve the overall allocation.

Register Renaming:
In some cases, the compiler can rename variables, allowing different variables to use

the same physical register without conflicting.

Dynamic Register Allocation:



Some architectures support dynamic or runtime register allocation, where the program
can allocate and free registers during execution. This can be useful in cases where the
number of active variables varies dynamically.

Effective register allocation involves a combination of these techniques and careful
analysis of the program's structure, control flow, and variable lifetimes. Modern
compilers use a combination of graph-based allocation, heuristics, spilling strategies,
and optimization passes to achieve efficient register allocation for a wide range of
programs and architectures.

Basics of memory management and the use of stack and heap

Memory management is a critical aspect of programming that involves handling and
organizing a program's memory resources efficiently. Memory is a finite resource, and
effective memory management is essential to ensure that a program uses memory
optimally and avoids issues like memory leaks and memory fragmentation. The two
primary memory areas commonly used in programming are the stack and the heap.

1. Stack:

The stack is a region of memory used for managing function calls and local variables. It
operates in a Last-In-First-Out (LIFO) manner, meaning that the most recently called
function's data is stored at the top of the stack. As functions are called and return, their
data is pushed and popped from the stack. Key points about the stack:

e Usage: The stack is used for storing local variables, function parameters, and
return addresses.

e Fast Access: Accessing data on the stack is generally faster than on the heap
because of its LIFO nature.

e Automatic Management: Memory allocation and deallocation on the stack are
handled automatically as functions are called and return.

e Fixed Size: The size of the stack is fixed and usually limited. Excessive usage
can lead to a stack overflow.

2. Heap:

The heap is a region of memory used for dynamic memory allocation. It allows you to
allocate and manage memory during runtime for objects with an indefinite lifespan.
Unlike the stack, which has a specific order of allocation and deallocation, the heap
memory can be allocated and freed in any order. Key points about the heap:



e Dynamic Allocation: Memory is allocated and released explicitly by the
programmer using functions like malloc, calloc, and realloc (in C/C++) or new
and delete (in C++).

e Manual Management: It's the programmer's responsibility to manage memory on
the heap, including deallocating memory when it's no longer needed.

e Flexible Size: The heap is generally larger than the stack, and its size can
change dynamically during program execution.

e Slower Access: Accessing data on the heap is generally slower than on the stack
due to its more complex nature.

Memory Management Considerations:

e Lifetime: Choose the appropriate memory area (stack or heap) based on the
lifetime of the data. Use the stack for short-lived data (e.g., local variables) and
the heap for data that needs to persist beyond the scope of a function call.

e Scope: Variables stored on the stack are automatically deallocated when their
scope ends. Variables on the heap require manual deallocation.

e Overhead: Memory management on the heap requires more careful
consideration, as it involves manual allocation and deallocation. Improper
management can lead to memory leaks (unreleased memory) or invalid memory
access.

e Fragmentation: Both internal fragmentation (unused memory within allocated
blocks) and external fragmentation (free memory blocks scattered across the
heap) can impact memory efficiency.

In summary, memory management is crucial for effective programming. The stack is
used for managing function calls and local variables with a predictable scope, while the
heap is used for dynamic memory allocation and more complex data structures. Proper
memory management helps prevent resource wastage, improve program stability, and
ensure efficient utilization of available memory.



