
Lesson 17: Informed Search Algorithms and
Heuristic Search
In the field of artificial intelligence, search algorithms play a crucial role in finding optimal
solutions to complex problems. One category of search algorithms, known as informed
search algorithms, goes beyond the simple exploration of a problem space and
incorporates additional knowledge or heuristics to guide the search towards more
promising areas.

Unlike uninformed search algorithms, which have no prior knowledge about the problem
domain, informed search algorithms leverage domain-specific information to make
intelligent decisions during the search process. This additional information, often in the
form of heuristic functions, allows these algorithms to estimate the desirability of
different paths and prioritize those with higher potential for success.

Informed search algorithms are particularly useful when dealing with large and complex
problem spaces, where uninformed approaches may prove inefficient or infeasible. By
using heuristics derived from domain expertise or problem-specific knowledge, these
algorithms can narrow down the search space and focus on promising regions, reducing
the number of explored paths and improving efficiency.

One popular informed search algorithm is A* (pronounced "A-star"), which combines the
advantages of both breadth-first and best-first search techniques. A* employs a
heuristic function to estimate the cost of reaching the goal from a particular state, taking
into account both the actual cost incurred so far and an estimated cost to the goal. By
considering both factors, A* intelligently selects paths that have a good chance of
leading to the optimal solution while avoiding unnecessary exploration.

Another notable informed search algorithm is the Greedy Best-First Search. This
algorithm prioritizes expanding nodes that appear to be closest to the goal based solely
on the heuristic function's evaluation, without considering the actual cost incurred to
reach that node. While this approach may not guarantee an optimal solution, it can often
provide quick and effective results, especially in situations where finding any valid
solution is more critical than finding the optimal one.

Informed search algorithms have found applications in various domains, including route
planning, puzzle solving, game playing, and robotics. By incorporating domain



knowledge into the search process, these algorithms can efficiently navigate complex
problem spaces, leading to more effective and timely solutions.

Introduction to A* Search and Its Heuristic Evaluation
Function
A* search algorithm is a popular and widely used informed search algorithm that
combines the advantages of both breadth-first search and best-first search techniques.
It is particularly effective in finding optimal solutions in domains with large and complex
problem spaces. The key component that sets A* apart is its heuristic evaluation
function, which estimates the cost of reaching the goal from a particular state.

The heuristic evaluation function, denoted as h(n), assigns a heuristic value to each
state or node in the search space. This heuristic value represents an estimate of the
cost from the current state to the goal state. The goal of A* is to find the path with the
lowest total cost, which is the sum of the actual cost incurred so far (denoted as g(n))
and the heuristic cost (h(n)).

The A* algorithm maintains a priority queue of nodes, prioritizing nodes with lower total
cost (f(n) = g(n) + h(n)). It explores nodes with lower f(n) values first, which generally
leads to more promising paths toward the goal. A* expands nodes and updates their
costs until the goal state is reached or there are no more nodes to explore.



Admissibility and Consistency of Heuristics
Two important properties of a heuristic function in A* are admissibility and consistency.
An admissible heuristic is one that never overestimates the actual cost to reach the
goal. In other words, h(n) ≤ h*(n), where h*(n) is the true cost from the current state to
the goal state. Admissible heuristics ensure that A* will always find an optimal solution if
one exists.

Consistency, also known as the monotonicity property or the triangle inequality property,
is another desirable property of a heuristic. A heuristic h(n) is consistent if, for every
node n and its successor node n', the estimated cost from n to the goal, h(n), is always
less than or equal to the cost of moving from n to n' plus the estimated cost from n' to
the goal, h(n'). Mathematically, this can be represented as h(n) ≤ c(n, n') + h(n'), where
c(n, n') is the cost of moving from n to n'. Consistent heuristics guarantee that the
optimal path is always found as nodes are expanded.

Completeness, Optimality, and Time Complexity Analysis
A* search algorithm possesses several desirable properties. First, it is complete,
meaning that if a solution exists, A* will eventually find it. However, the time required to
find a solution may vary depending on the characteristics of the problem space and the
heuristic function used.

In terms of optimality, A* guarantees to find the optimal solution as long as the heuristic
function used is admissible. This property makes A* an attractive choice for solving
problems where finding the best possible solution is crucial.

Regarding time complexity, the performance of A* depends on the heuristic function and
the structure of the problem space. In the worst-case scenario, where the branching
factor and the cost of the optimal solution are high, A* can have an exponential time
complexity. However, the use of a good heuristic that provides accurate estimates can
significantly improve the efficiency by reducing the number of expanded nodes.

In practice, A* has been widely used in various domains, including pathfinding, robotics,
and puzzle solving. By intelligently combining breadth-first and best-first search
techniques and utilizing heuristic information, A* enables efficient exploration of problem
spaces and the discovery of optimal solutions.



Heuristic Search
Heuristic search is a branch of search algorithms in artificial intelligence that utilizes
heuristics, or domain-specific knowledge, to guide the search process towards

promising solutions. These techniques go beyond
uninformed search algorithms and leverage additional
information to make informed decisions during
exploration.

Heuristic search algorithms aim to strike a balance
between exploration and exploitation. They intelligently
prioritize paths or states that are more likely to lead to
the desired goal, based on the heuristic evaluation of
their desirability. By incorporating domain-specific
knowledge, these algorithms can efficiently navigate
large and complex search spaces, reducing the number
of explored paths and improving the overall search
efficiency.

The effectiveness of heuristic search heavily depends
on the quality of the heuristic function used. A good
heuristic should provide accurate estimates or
evaluations of the cost or desirability of a state or path.
However, designing effective heuristics can be

challenging, as they must strike a balance between being computationally feasible and
providing meaningful guidance in the search process.

Best-First Search and Greedy Best-First Search
Two commonly used heuristic search algorithms are Best-First Search (BFS) and
Greedy Best-First Search (GBFS). These algorithms prioritize paths or states based on
their heuristic values to guide the search towards the most promising areas of the
search space.

Best-First Search is a general heuristic search algorithm that expands nodes based on
an evaluation function, which is typically a heuristic evaluation of the desirability of each
node. The evaluation function assigns a score or value to each node, and the algorithm
selects the node with the highest score for expansion. This approach allows Best-First
Search to focus on paths that seem most promising according to the evaluation



function. However, it does not guarantee optimality and may overlook other potentially
better paths.

Greedy Best-First Search, as the name suggests, is a more greedy variant of Best-First
Search. It expands nodes solely based on their heuristic values without considering the
actual cost incurred to reach them. Greedy Best-First Search prioritizes nodes that
appear to be closest to the goal according to the heuristic evaluation. While this can
lead to quick and effective solutions in some cases, it does not guarantee finding the
optimal solution and may get trapped in local optima.

Both Best-First Search and Greedy Best-First Search are known for their efficiency in
terms of time complexity, as they focus on promising areas of the search space.
However, their effectiveness heavily relies on the quality of the heuristic function used.
A carefully designed and well-tailored heuristic can significantly improve their
performance, while a poorly chosen heuristic may lead to suboptimal solutions or
inefficient search.

In summary, heuristic search techniques utilize domain-specific knowledge to guide the
search process towards more promising solutions. Best-First Search and Greedy
Best-First Search are two commonly used algorithms that prioritize paths based on
heuristic evaluations. These algorithms offer efficiency in exploration but may sacrifice
optimality. The effectiveness of heuristic search depends on the quality of the heuristic
function and its ability to provide accurate guidance in the search process.


