
Lesson 6: Parsing
Parsing is a crucial process in natural language processing that involves the thorough
analysis of a sentence and its subsequent breakdown into its constituent parts. The
primary objective of parsing is to uncover the grammatical structure of a sentence and
extract its meaning. By accomplishing this task, parsing plays a fundamental role in
various NLP applications. There exist several parsing techniques, each offering its
unique set of advantages and limitations.

Constituency parsing stands out as one of the most widely employed techniques. It
involves identifying the constituents within a sentence and establishing their
relationships with one another. This parsing technique relies on a set of rules and a
context-free grammar to effectively parse a sentence and represent its structure as a
tree diagram. By representing a sentence's constituents and their hierarchical
organization, constituency parsing provides a valuable framework for understanding
sentence syntax and semantics.

In contrast, dependency parsing focuses on representing the grammatical relationships
between words in a sentence through the use of a directed graph. Dependency parsing
is particularly useful for languages characterized by flexible word order, such as
Japanese and Turkish. By representing the dependencies between words, this
technique enables a comprehensive analysis of sentence structure and facilitates
further linguistic analysis.

The significance of parsing extends to numerous NLP tasks, including machine
translation, sentiment analysis, and information retrieval. In machine translation, for
instance, accurate parsing aids in producing coherent and semantically faithful
translations. Sentiment analysis heavily relies on parsing to comprehend the nuances of
sentence structure and extract relevant sentiment-bearing phrases. Moreover, in
information retrieval, parsing plays a crucial role in extracting and understanding
relevant information from textual data.

Despite its importance, parsing presents significant challenges due to the inherent
complexity and ambiguity of natural language. Evaluating the accuracy of a parser is a
demanding task, as there is often no definitive and objective measure of correctness.
Consequently, researchers have developed various evaluation metrics, such as
precision, recall, and the F1 score, to assess the performance of parsers. These metrics
provide a quantitative means of evaluating parsing techniques and comparing their
effectiveness.



Parsing remains an active and vital area of research within the field of natural language
processing. Continuous advancements in parsing techniques and evaluation metrics
have led to notable improvements in the accuracy and efficiency of parsers.
Consequently, parsers have become increasingly effective for a broad range of NLP
applications, contributing to enhanced language understanding and facilitating the
development of sophisticated language processing systems.

Syntactic Parsing
Syntactic parsing, also known as dependency parsing or phrase structure parsing, is a
fundamental technique in natural language processing (NLP) that focuses on analyzing
the structure of sentences and determining the relationships between words. Its primary
objective is to uncover the underlying syntactic structure of a sentence, which can be
represented using a parse tree—a tree-like structure that illustrates the hierarchical
organization of the sentence's constituents.

Syntactic parsing holds great importance in a wide range of NLP applications, including
machine translation, sentiment analysis, and question answering systems. By
comprehending the syntactic structure of sentences, it enables the extraction of
meaningful information from text and provides a deeper understanding of the language

employed. Moreover,
syntactic parsing aids in
error identification and
assists in enhancing the
quality of automated
language processing
systems.

Various approaches exist
within syntactic parsing,
each with its own strengths
and characteristics.
Rule-based parsing
involves the definition of a
set of rules and
grammatical structures to

parse text. These rules capture the syntactic patterns and constraints of a language,
enabling the identification of constituent phrases and their relationships. On the other



hand, statistical parsing leverages machine learning techniques to train models on large
volumes of text data, enabling them to identify patterns and dependencies in language.
By learning from data, statistical parsers can generate accurate syntactic structures.
Hybrid parsing approaches combine rule-based and statistical techniques, harnessing
the advantages of both to achieve enhanced parsing accuracy and efficiency.

Evaluating the performance of syntactic parsers can be challenging due to the
complexity and variability of natural language. Commonly used evaluation metrics in
machine learning, such as precision, recall, and the F1 score, are employed to assess
the parsers' effectiveness. However, these metrics do not always capture the full
complexity of syntactic parsing. As a result, additional evaluation techniques, including
human evaluation, may be employed to provide a more comprehensive assessment.

In summary, syntactic parsing is a valuable technique within the realm of natural
language processing, playing a crucial role in numerous applications. Its ability to
uncover the syntactic structure of sentences enables the extraction of meaningful
information and improves language understanding. Continued research and
development in syntactic parsing techniques will contribute to advancing the field of
NLP, leading to more accurate and effective automated language processing systems.

EXAMPLE CODE

Here is an example of how to perform constituency parsing using the Natural Language
Toolkit (NLTK) library in Python:

import nltk

# Sample sentence

sentence = "John saw the car in the parking lot"

# Tokenize sentence

tokens = nltk.word_tokenize(sentence)



# Perform constituency parsing

parser = nltk.ChartParser(nltk.grammar.FeatureGrammar.fromstring("""

S -> NP VP

NP -> 'John' | 'the' 'car' | 'the' 'parking' 'lot'

VP -> 'saw' | 'saw' 'NP' | 'saw' 'NP' 'PP'

PP -> 'in' 'NP'

"""))

for tree in parser.parse(tokens):

print(tree)

This code uses the NLTK ChartParser class to perform constituency parsing on a
sample sentence. The grammar rules for the parsing are defined using a feature

grammar format and then applied to the tokenized sentence. The resulting parse trees
are printed out.

Dependency Parsing
Dependency parsing is a specific type of syntactic parsing that focuses on analyzing the
grammatical structure of sentences by identifying the dependencies or relationships
between words. Each word in a sentence is assigned a label that signifies its syntactic
connection with other words in the sentence. These labels describe the type of
dependency, such as subject-verb, object-verb, or modifier-noun.

There are several techniques for performing dependency parsing, including rule-based
parsing, transition-based parsing, and graph-based parsing. Rule-based parsing
involves the creation of manually crafted rules that determine the dependencies
between words. Transition-based parsing utilizes a set of predefined transitions to
navigate through the sentence and identify the dependencies. Graph-based parsing
constructs a graph representation of the sentence, where words are nodes and
dependencies are edges, and algorithms are employed to find the optimal parse.

Dependency parsing finds application in various areas of natural language processing.
It is particularly useful in information extraction, where the relationships between words
help identify important entities and their attributes. In question answering systems,
dependency parsing aids in understanding the structure of queries and retrieving



relevant answers. Furthermore, in machine translation, dependency parsing assists in
producing accurate and coherent translations by preserving the relationships between
words across languages.

Performing dependency parsing can be challenging, especially for languages with
complex syntax or sentences that have ambiguous or unclear structures. The intricacies
of language and the multitude of possible dependencies make it difficult to accurately
parse sentences in all cases.

To evaluate the accuracy of a dependency parser, researchers employ different metrics,
including the labeled attachment score (LAS) and the unlabeled attachment score
(UAS). LAS measures the percentage of words that are assigned the correct
dependency label, while UAS measures the percentage of words that are assigned the
correct dependency, regardless of the label. These metrics provide insights into the
performance of dependency parsers, enabling researchers to compare different
approaches and identify areas for improvement.

In conclusion, dependency parsing is a valuable technique within syntactic parsing that
focuses on identifying the dependencies between words in a sentence. It has numerous
applications in natural language processing and plays a crucial role in tasks such as
information extraction, question answering, and machine translation. Despite its
challenges, evaluating dependency parsers using metrics like LAS and UAS helps drive



advancements in the field and enhances the accuracy and effectiveness of language
processing systems.

EXAMPLE CODE

Here is an example of how to perform dependency parsing using the Stanford Parser in
Java:

import edu.stanford.nlp.parser.nndep.DependencyParser;

import edu.stanford.nlp.parser.nndep.demo.DependencyDemo;

// Initialize the dependency parser

DependencyParser parser = DependencyDemo.getDependencyParser();

// Sample sentence

String sentence = "John saw the car in the parking lot";

// Parse the sentence

List<CoreLabel> tokens = Sentence.toCoreLabelList(sentence);

DependencyTree tree = parser.predict(tokens);

// Print the dependency relations

System.out.println(tree.toString());

This code uses the Stanford Parser to perform dependency parsing on a sample
sentence. The parser is initialized and the sentence is parsed to generate a

dependency tree, which is then printed out. The tree shows the head of each word and
the relationship between the head and its dependents.



Evaluation Metrics for Parsing
There are various evaluation metrics used to measure the performance of syntactic
parsers in natural language processing. Some commonly used metrics for dependency
parsing include:

● Unlabeled Attachment Score (UAS): This metric measures the percentage of
words in a sentence that are assigned the correct head in the dependency tree,
regardless of the label assigned to the edge.

● Labeled Attachment Score (LAS): This metric is similar to UAS, but also takes
into account the label assigned to each edge in the dependency tree.

● F1-score: This metric is based on the precision and recall of the parser's output
compared to a gold standard. It measures the harmonic mean of the precision
and recall scores.

● Cross-entropy: This metric is based on the probability of the parser's output
compared to a gold standard. It measures the average number of bits needed to
encode the gold standard based on the parser's probabilities.

● Parsing speed: In addition to accuracy, parsing speed is also an important
metric for evaluating parsers in practical applications, especially when processing
large amounts of text.

By using appropriate evaluation metrics, researchers can compare the performance of
different parsing techniques and identify areas for improvement.


