
Lesson 4: Language Modeling
Language modeling is a fundamental concept in natural language processing (NLP) that
involves predicting the likelihood of a sequence of words or tokens in a given language.
A language model is a statistical model that is trained on a large corpus of text and is
used to generate new text that is grammatically correct and semantically meaningful.

The goal of language modeling is to capture the inherent structure and patterns of a
language and use them to generate coherent and natural language sentences. This
involves predicting the probability of each word in a sentence given the previous words
in the sentence. For example, given the sentence "I love to eat pizza", a language
model will predict the probability of the next word being "toppings", "crust", or "sauce"
based on the context and previous words in the sentence.

Language modeling has many applications in NLP, such as text prediction, machine
translation, speech recognition, and dialogue generation. It is also a critical component
in many state-of-the-art NLP models, such as the transformer model used in Google's
BERT and OpenAI's GPT-3.

In recent years, language modeling has seen significant advancements with the
development of neural network-based models such as recurrent neural networks
(RNNs) and transformers. These models have greatly improved the performance of
language modeling tasks and have enabled the generation of more realistic and
coherent language.

N-Gram Language Models
Language is an intricate and captivating system that lies at the core of human
communication. To gain a deeper understanding of the intricacies of language,
researchers have developed language models, which aim to estimate the likelihood of
word sequences within a given language. Among the various types of language models,
n-gram models have emerged as powerful tools in the field of natural language
processing (NLP), finding applications in tasks such as speech recognition, machine
translation, and text classification. These models enable predictions regarding the
probability of the next word in a sequence based on the previous n-1 words.



At the heart of n-gram models lies the concept of breaking down text into smaller,
contiguous chunks known as n-grams. An n-gram represents a sequence of n items,
which can be characters, words, or even entire sentences. For instance, a 2-gram, also
referred to as a bigram model, dissects the text into sequences of two words, while a
3-gram, or trigram model, utilizes sequences of three words. This approach allows the
model to capture local dependencies between words within the text.

To calculate the probability of an n-gram, researchers divide the frequency of the
specific n-gram by the frequency of the (n-1)-gram that precedes it. For example, in a
bigram model, one can determine the probability of the word "dog" following the word
"the" by counting the occurrences of the bigram "the dog" in the text corpus and dividing
it by the number of times the unigram "the" appears in the corpus.

The probability calculation within n-gram models can be succinctly represented using
the following formula:

P(w_n|w_1,w_2,...,w_{n-1}) = P(w_1,w_2,...,w_n) / P(w_1,w_2,...,w_{n-1})

Here, P(w_n|w_1,w_2,...,w_{n-1}) denotes the probability of the nth word given the
preceding (n-1) words, while P(w_1,w_2,...,w_n) represents the joint probability of the n

words within the sequence.

To train n-gram models, researchers utilize large corpora of text, employing techniques
such as maximum likelihood estimation (MLE) or variants like add-k or Laplace
smoothing. These techniques address the challenge of handling unseen n-grams by



assigning them non-zero probabilities. Once trained, n-gram models offer the ability to
generate new text, calculate the likelihood of specific word sequences, and perform
various other NLP tasks.

In summary, n-gram models present a straightforward yet powerful approach to building
language models within the realm of NLP. By breaking down text into smaller n-grams
and estimating the probability of the next word based on the preceding words, these
models effectively capture the local dependencies between words, leading to the
generation of coherent and meaningful text. As a result, n-gram models contribute
significantly to advancements in language modeling and provide valuable insights into
the workings of human language.

EXAMPLE CODE

In this example, we first create a corpus and split it into a list of tokens. We then define
the value of n and generate all n-grams from the tokens. We create a dictionary to store
the frequency of each n-gram and then calculate the probability of each n-gram. Finally,
we test the language model with a new sentence by calculating the probability of each

n-gram in the sentence and multiplying them together.

This example shows how to implement an N-Gram Language Model in Python using the
NLTK library. It can be placed in the N-Gram Language Models section of the NLP book.

from nltk.util import ngrams

from collections import defaultdict

# Create a corpus

corpus = "The quick brown fox jumps over the lazy dog. The quick

brown fox jumps over the lazy dog."

# Create a list of tokens

tokens = corpus.split()



# Define the value of n

n = 2

# Generate n-grams from the tokens

ngrams_list = list(ngrams(tokens, n))

# Create a dictionary to store the frequency of n-grams

freq_dict = defaultdict(int)

for ngram in ngrams_list:

freq_dict[ngram] += 1

# Calculate the probability of each n-gram

prob_dict = defaultdict(float)

for ngram in freq_dict:

prob_dict[ngram] = freq_dict[ngram] / ngrams_list.count(ngram)

# Test the language model with a new sentence

test_sentence = "The quick brown fox"

test_tokens = test_sentence.split()

test_ngrams = list(ngrams(test_tokens, n))

test_prob = 1

for ngram in test_ngrams:

test_prob *= prob_dict[ngram]

print(test_prob)



Neural Language Models
Neural Language Models (NLMs) have revolutionized natural language processing by
using artificial neural networks to learn patterns and relationships within natural
language data. These models are fundamentally different from traditional n-gram
language models, which rely on counting the frequency of words and sequences of
words. Instead, NLMs use distributed representations to capture the meaning and
context of words in a sentence or document, leading to significant improvements in
various NLP tasks such as machine translation, sentiment analysis, and text generation.

Neural networks are a key component of NLMs and have played a significant role in
revolutionizing natural language processing. Neural networks are computational models
inspired by the structure and function of the human brain. These models consist of
interconnected nodes or neurons that process and transmit information. Each neuron
receives input from other neurons, processes it, and sends output to other neurons.

In the context of NLMs, neural networks are used to learn patterns and relationships
within natural language data. The networks are trained on large datasets of text and use
statistical techniques to adjust the strength of connections between neurons. This
process allows the network to learn the underlying structure of the language and the
relationships between words and phrases.

One of the key advantages of NLMs is their ability to learn from large amounts of data,
allowing them to capture the complexity and nuance of natural language. Recurrent
Neural Networks (RNNs) are a popular type of NLM designed to handle sequential data
such as text. RNNs use a feedback loop to pass information from one time step to the
next, allowing them to capture dependencies between words separated by several
positions in a sentence. This mechanism is particularly useful for capturing the context
of words and their relationships within a sentence.

Transformers are another type of neural network that has gained popularity in recent
years due to their ability to process long sequences of text more efficiently.
Transformers use a self-attention mechanism to learn the relationships between words
in a sentence or document, allowing them to capture long-range dependencies and
context.

However, one of the most exciting aspects of NLMs is their ability to generate
human-like text and perform a variety of language tasks with high accuracy. OpenAI's
GPT-3 is a well-known example of a powerful language model created using NLMs. It
can generate text, answer questions, and perform a variety of other language tasks with
remarkable accuracy.



Overall, NLMs and neural networks have opened up new avenues for natural language
processing and have led to significant improvements in various NLP tasks. However, it
is important to consider the potential biases and ethical implications of these models, as
well as the environmental impact of training and running large language models. As the
field of NLP continues to evolve, it is essential to approach these issues with
transparency and responsibility.

EXAMPLE CODE

In this code, we define a simple neural language model with an embedding layer, LSTM
layer, and dense output layer with a softmax activation function. We compile the model
with the Adam optimizer and cross-entropy loss, and then train it on the training data
using a specified number of epochs and batch size. Finally, we evaluate the trained

model on the test data and print the resulting loss and accuracy metrics.

Note that the specific hyperparameters used in this example (such as vocab_size,
embedding_size, hidden_size, num_epochs, and batch_size) will need to be

adjusted based on the specific dataset and task at hand.

from keras.models import Sequential

from keras.layers import Embedding, LSTM, Dense

# Define the model architecture

model = Sequential()

model.add(Embedding(input_dim=vocab_size, output_dim=embedding_size,

input_length=max_len))

model.add(LSTM(units=hidden_size))

model.add(Dense(units=vocab_size, activation='softmax'))

# Compile the model with the Adam optimizer and cross-entropy loss

model.compile(optimizer='adam', loss='categorical_crossentropy')



# Train the model on the training data

model.fit(x_train, y_train, epochs=num_epochs, batch_size=batch_size)

# Evaluate the model on the test data

loss, accuracy = model.evaluate(x_test, y_test)

print('Test loss:', loss)

print('Test accuracy:', accuracy)

Evaluation Metrics for Language Models
Evaluating the performance of language models is an important task in natural language
processing (NLP) research. Language models aim to predict the probability of a
sequence of words, given some context. This can be useful in a wide range of NLP
applications, such as machine translation, speech recognition, and text generation.
However, there is no one-size-fits-all approach to evaluating language models, as the
quality of a model's predictions can depend on the specific task it is being used for, the
data it is trained on, and the nature of the language being modeled.

To evaluate the performance of a language model, researchers typically use various
metrics to measure how well the model can predict sequences of words. Some of the
most common metrics used in NLP research include perplexity, accuracy, F1 score, and
BLEU score. Each of these metrics is designed to evaluate different aspects of a
language model's performance, such as its ability to predict the next word in a sequence
or its overall accuracy in generating text.

Choosing the right evaluation metric for a language model can be challenging, as each
metric has its strengths and weaknesses. For example, perplexity is a commonly used
metric for measuring the quality of language models, but it has been criticized for not
providing a clear understanding of how well a model is performing on a specific task.
Similarly, BLEU score is widely used in machine translation research, but it has
limitations when it comes to evaluating the quality of text generated by language
models.

Despite these challenges, evaluating language models is an essential part of NLP
research. By using appropriate evaluation metrics, researchers can gain insights into



the strengths and weaknesses of different language models and identify areas for
improvement. This can ultimately lead to the development of more accurate and
effective language models for a wide range of NLP applications.

Perplexity:
Perplexity is a commonly used evaluation metric for language models, particularly for
probabilistic language models like N-gram models and neural language models.
Perplexity measures how well a language model predicts a test set by computing the
average log probability of the test set. A lower perplexity indicates a better language
model since it means the model is better able to predict the test set. However, perplexity
should not be the only metric used to evaluate a language model since it doesn't
capture the quality of the generated text.

The perplexity of a language model can be computed using the following formula:

Perplexity = exp(-sum(log(p(x_i)))/N)

where:

● p(x_i) is the probability assigned to the i-th word in the test set by the language
model

● N is the number of words in the test set

The formula calculates the average negative log likelihood of the test set, which is then
exponentiated to obtain the perplexity score. The lower the perplexity score, the better
the language model's performance on the test set. However, it is important to note that
perplexity is not the only metric that should be used to evaluate a language model's
performance, as it does not capture the quality of the generated text. Other metrics,
such as BLEU and ROUGE, are commonly used to evaluate the quality of generated

text.

Accuracy:
Accuracy is a common evaluation metric for language models in text classification
tasks. It measures the percentage of correctly classified instances in the test set. In text
classification, the model predicts a label or category for a given input text, and accuracy



measures how well the model predicts the correct label for the test set. However,
accuracy is not suitable for evaluating language models in tasks like text generation,
where there may be multiple valid outputs for a given input.

Here is an example formula for accuracy:

Let's assume we have a test set with N instances, and our language model has
correctly classified n instances in the test set. Then the accuracy of the language model
can be calculated using the following formula:

Accuracy = (n / N) * 100%

For example, if we have a test set of 100 instances, and our language model correctly
classifies 80 of them, then the accuracy of the model is:

Accuracy = (80 / 100) * 100% = 80%

This means that our language model has an accuracy of 80%, i.e., it correctly classified
80% of the instances in the test set. It is important to note that accuracy is just one
metric for evaluating language models, and it may not provide a complete picture of the
model's performance in all tasks. Other metrics such as precision, recall, F1 score, and
perplexity may also be useful in evaluating language models.

F1 Score:
The F1 score is a widely used evaluation metric for language models in tasks like text
classification and information retrieval. It combines precision and recall to provide a
single score that reflects the overall performance of the model. The F1 score is the
harmonic mean of precision and recall, with a higher score indicating better
performance. The F1 score is particularly useful when the classes are imbalanced, as it
takes into account both the number of true positives and false negatives.

Here is an example formula for F1 score:

F1 score = 2 * (precision * recall) / (precision + recall)

where:



Precision = True Positives / (True Positives + False Positives)
Recall = True Positives / (True Positives + False Negatives)
True positives (TP) refer to the number of correctly identified instances in the positive
class, false positives (FP) refer to the number of instances incorrectly identified as
positive, and false negatives (FN) refer to the number of instances that should have
been identified as positive but were missed by the model.

The F1 score provides a balance between precision and recall, which are both
important metrics in evaluating language models. While precision measures the
proportion of true positives among all instances classified as positive, recall measures
the proportion of true positives among all instances that should have been classified as
positive. By taking into account both precision and recall, the F1 score provides a more
comprehensive evaluation of the model's performance.

BLEU Score:
The BLEU (Bilingual Evaluation Understudy) score is a popular evaluation metric for
machine translation systems. It measures the similarity between the predicted
translation and the reference translation(s) by computing the n-gram overlap between
the two. A higher BLEU score indicates a better translation quality, with a perfect score
of 1 indicating an exact match between the predicted and reference translations.
However, the BLEU score has limitations, such as not taking into account the semantic
accuracy or fluency of the translation.

To compute the BLEU (Bilingual Evaluation Understudy) score, which is a popular
evaluation metric for machine translation systems, follow the steps below:

1. Set the maximum n-gram length to compute, which is typically 4.
2. For each n-gram length i from 1 to the maximum, compute the precision score for

all i-grams in the predicted translation with respect to the reference translation(s).
3. Compute the geometric mean of the precision scores for all n-gram lengths,

giving equal weight to each.
4. Compute the brevity penalty, which is 1 if the predicted translation is longer than

the reference, and e^(1 - reference length / predicted length) otherwise.
5. Compute the final BLEU score as the product of the geometric mean of the

precision scores and the brevity penalty.



To compute the precision for a given n-gram length i, use the formula:

precision_i = (number of i-grams in the predicted translation that appear in the
reference translation(s)) / (total number of i-grams in the predicted translation)

To compute the brevity penalty, use the formula:

brevity_penalty = e^(1 - reference length / predicted length)

The final BLEU score is typically reported as a percentage, multiplied by 100. It should
be noted that while the BLEU score is a useful metric for machine translation systems, it
has its limitations and does not take into account semantic accuracy or fluency of the

translation.


