
Lesson 4: Image Segmentation
Image segmentation is a fundamental task in computer vision that involves dividing an
image into meaningful and semantically coherent regions or segments. The goal of
image segmentation is to partition an image into regions that correspond to different
objects or regions of interest, enabling more detailed analysis and understanding of the
image content.

The process of image segmentation assigns a label or identifier to each pixel in the
image, indicating which segment or region it belongs to. The resulting segmentation
map provides a spatial delineation of different objects or regions, allowing for further
analysis, manipulation, or extraction of specific areas of interest.

Image segmentation techniques can be broadly categorized into two main types:
supervised and unsupervised.

Supervised segmentation techniques require prior knowledge or training data, where
annotated images are used to train a model that can then generalize and segment new
images. This approach typically involves machine learning algorithms, such as
pixel-level classification methods or semantic segmentation networks, which learn to
assign labels to pixels based on their visual features.



Unsupervised segmentation techniques, on the other hand, do not require any prior
knowledge or training data. These techniques rely on intrinsic properties of the image,
such as color, texture, or intensity, to group pixels into coherent regions. Common
unsupervised techniques include clustering algorithms, graph-based methods, or
boundary detection algorithms.

Image segmentation has a wide range of applications across various domains. In
medical imaging, it is used for organ segmentation, tumor detection, or cell counting. In
autonomous driving, it plays a crucial role in detecting and segmenting objects on the
road, such as pedestrians or vehicles. In satellite imagery, segmentation is used for land
cover classification or urban planning. Additionally, image segmentation is employed in
computer graphics, object recognition, image editing, and many other areas where
precise understanding of image content is required.

Image segmentation remains an active area of research, aiming to develop more
accurate, efficient, and robust techniques. The challenges in image segmentation
include handling complex scenes with occlusions, addressing variations in illumination
and viewpoint, dealing with ambiguous boundaries, and integrating semantic
information for more context-aware segmentation. Ongoing advancements in deep
learning and neural networks have significantly improved the performance and accuracy
of image segmentation, paving the way for more sophisticated and reliable
segmentation methods.

Image Thresholding Techniques
Image thresholding is a widely used technique in computer vision for image
segmentation. It plays a fundamental role in dividing a grayscale image into distinct
regions by assigning a value of 0 or 1 to each pixel based on its intensity relative to a
specific threshold value. This chapter explores the concept of image thresholding,
delves into various thresholding techniques, and examines their applications in different
computer vision tasks.

At its core, image thresholding involves converting a grayscale image into a binary
image. Each pixel in the binary image is assigned either a value of 0 or 1, depending on
whether its intensity value is above or below a predetermined threshold value. This
simple yet powerful process serves as the foundation for image segmentation.



Global Thresholding:
Global thresholding is a widely used technique in image processing for segmenting

images into foreground and background
regions. It involves applying a single threshold
value to all pixels in the image. The threshold
value determines whether a pixel is assigned a
value of 0 or 1 in the resulting binary image,
based on whether its intensity value is below
or above the threshold, respectively.

Global thresholding is a straightforward and
efficient method, as it only requires selecting a
single threshold value for the entire image. It is
particularly effective when the image has
uniform illumination and clear separation
between the object of interest and the
background. In such cases, a single threshold
can adequately distinguish between the

foreground and background regions, resulting in accurate segmentation.

However, global thresholding may encounter challenges in situations where the image
has non-uniform illumination or when the objects in the image are not clearly separated
from the background. In the presence of non-uniform illumination, the intensity values of
the object and background regions may overlap, making it difficult to find a single
threshold value that effectively separates them. Similarly, if the object of interest and the
background have similar intensity levels or exhibit complex textures, global thresholding
might not produce satisfactory segmentation results.

To address these limitations, more advanced thresholding techniques, such as adaptive
thresholding or Otsu's thresholding, can be employed. These methods take into account
the local properties of the image or automatically calculate the optimal threshold value
based on the image's statistical properties. By adapting the thresholding process to the
local characteristics of the image, these techniques can better handle images with
non-uniform illumination or complex object-background relationships.

Adaptive Thresholding:
Adaptive thresholding is a technique used for image segmentation that addresses the
challenges posed by varying illumination or contrast across different regions of an



image. Unlike global thresholding, which applies a single threshold value to the entire
image, adaptive thresholding takes into account the local properties of the image and
assigns different threshold values to different parts of the image.

The key idea behind adaptive thresholding is to divide the image into smaller regions or
neighborhoods and determine the threshold value independently for each region. By
analyzing the local characteristics of each neighborhood, adaptive thresholding can
better handle images with non-uniform illumination or varying contrast.

There are several methods available for adaptive thresholding, each utilizing different
strategies to determine the threshold values for each neighborhood. One common
approach is local mean thresholding, where the threshold value for a pixel is calculated
based on the average intensity of its local neighborhood. This method is effective when
the background and foreground have similar intensity values.

Another technique is local median thresholding, which calculates the threshold value
based on the median intensity of the pixel's neighborhood. This approach is more robust
to outliers and is particularly useful when dealing with images that contain noise or
sharp intensity variations.

Adaptive Gaussian thresholding is another popular method, where the threshold value
is determined based on a weighted average of the intensities within a
Gaussian-weighted neighborhood. This method gives more importance to the pixels
closer to the center of the neighborhood, allowing for better adaptation to local image
properties.



By adjusting the threshold values based on the local characteristics of each
neighborhood, adaptive thresholding enables more accurate segmentation in complex
image scenes. It helps overcome the limitations of global thresholding, which may fail to
capture the variations in illumination and contrast across different parts of an image.

Adaptive thresholding techniques find applications in various computer vision tasks,
such as document analysis, character recognition, and object detection. They enhance
the segmentation accuracy by considering the local context of each pixel, resulting in
more precise identification of the object of interest and separation from the background.

Otsu's Thresholding:
Otsu's thresholding is a widely used technique for image segmentation that
automatically determines the optimal threshold value based on the histogram of image
intensity values. It is particularly effective for images with bimodal histograms, where
there are two distinct peaks representing foreground and background intensities.



The underlying principle of Otsu's thresholding is to find the threshold value that
maximizes the variance between two classes of pixels, namely the foreground and
background. The separation between these two classes is achieved by identifying the
threshold that minimizes the intra-class variance and maximizes the inter-class
variance.

To perform Otsu's thresholding, the algorithm iterates through all possible threshold
values and calculates the intra-class and inter-class variances. The intra-class variance
represents the spread of intensity values within each class, while the inter-class
variance measures the separation between the two classes.

By exhaustively evaluating different threshold values, Otsu's algorithm identifies the
threshold that maximizes the inter-class variance. This optimal threshold effectively
distinguishes the foreground objects from the background, leading to accurate image
segmentation.

Otsu's thresholding is particularly beneficial when dealing with images where the
foreground and background intensities are well-separated in the histogram. It can
successfully handle images with uneven illumination, noise, or varying contrast, as long
as the bimodal characteristic is present.

This technique is widely used in various computer vision applications, such as object
detection, character recognition, and medical image analysis. It provides an automated
and reliable way to segment images without the need for manual threshold selection.

It's important to note that Otsu's thresholding assumes a bimodal histogram, and its
effectiveness might be reduced for images with complex intensity distributions or
overlapping intensity ranges. In such cases, preprocessing steps like histogram
equalization or adaptive thresholding techniques can be applied to enhance the
segmentation results.



Image thresholding finds wide-ranging applications in computer vision tasks such as
object recognition, tracking, and image analysis. By segmenting an image into
foreground and background regions, thresholding helps isolate objects of interest,
detect edges, and extract meaningful features for subsequent processing. It plays a vital
role in tasks such as object tracking, where the ability to distinguish the object from the
background is crucial.

Image thresholding is a simple yet powerful technique for image segmentation. By
converting a grayscale image into a binary representation, thresholding enables the
separation of foreground and background regions. Different thresholding techniques
offer solutions for diverse image characteristics, including global and adaptive methods.
Understanding and employing the appropriate thresholding techniques are essential for
achieving accurate image segmentation, benefiting various computer vision applications
such as object recognition, tracking, and image analysis.

Edge-Based Segmentation
Edge-based segmentation is a widely used technique in computer vision that aims to
divide an image into distinct regions by identifying and utilizing the edges present within
the image. Edges represent areas of abrupt changes in intensity or color and serve as
natural boundaries between different regions or objects.

One of the most popular edge detection methods is the Canny edge detector. The
Canny algorithm operates through multiple stages to accurately identify edges in an
image. First, the image is smoothed to reduce noise and eliminate unnecessary details.
Then, the intensity gradients are calculated to determine the locations of rapid changes
in intensity. Non-maximum suppression is applied to thin out the detected edges,
retaining only the local maxima as edge candidates. Finally, hysteresis thresholding is
performed to eliminate weak edges, resulting in a binary image where edge pixels are
highlighted.



After the edges are detected, a boundary tracing algorithm, such as the Hough
transform, can be applied to trace the edges and segment the image. The Hough

transform is a
technique used to
identify shapes or
patterns in an
image by
mapping edge
points to a
parameter space.
It is commonly
used to extract
the boundaries or
curves of objects

present in an image, which can then be utilized for segmentation purposes.

Edge-based segmentation is particularly effective for images with clear boundaries and
distinct edges. It excels in scenarios where edges play a crucial role in differentiating
between regions or objects of interest. However, this method may encounter challenges
when dealing with images containing noisy edges or regions with smooth color
transitions, as these characteristics can hinder accurate edge detection. In such cases,
alternative segmentation techniques like region-based segmentation or clustering-based
segmentation may be more appropriate.

Understanding the different edge detection algorithms, such as the Canny edge
detector, and boundary tracing techniques like the Hough transform, is crucial for



effectively employing edge-based segmentation methods. These techniques enable the
automatic identification and extraction of edge information, facilitating the division of
images into meaningful regions. Edge-based segmentation finds extensive applications
in various fields, including object recognition, scene understanding, and image analysis,
where accurate region delineation is essential.

In summary, edge-based segmentation is a valuable technique in computer vision for
dividing images into distinct regions based on the detected edges. It involves edge
detection algorithms, such as the Canny edge detector, and boundary tracing
techniques like the Hough transform. While edge-based segmentation is effective for
images with well-defined edges, other methods may be more suitable for images with
different characteristics. Familiarity with edge detection and boundary tracing
techniques is vital for successful implementation of edge-based segmentation in
computer vision applications.

Region-Based Segmentation
Region-based segmentation is a fundamental technique in computer vision that plays a
crucial role in partitioning an image into meaningful regions based on the similarity of
pixel properties. By grouping together pixels with similar characteristics, such as color or
texture, region-based segmentation creates distinct and coherent regions within the
image.

One widely used algorithm for region-based segmentation is the region growing
algorithm. This algorithm begins with a seed pixel or a set of seed pixels and
progressively expands the region by adding neighboring pixels that exhibit similarity in
terms of color or texture to the seed pixels. The process continues iteratively until no
more pixels satisfying the similarity criterion can be added to the growing region.
Consequently, the image is segmented into multiple regions that possess homogeneity
in terms of their color or texture properties.





Another popular algorithm for region-based segmentation is the split-and-merge
algorithm. This algorithm initially divides the image into smaller regions and then
proceeds to iteratively merge adjacent regions that exhibit similarity in color or texture.
The merging process continues until all regions become homogeneous in terms of their
pixel properties.

Region-based segmentation proves particularly advantageous for images with smooth
color transitions or images that contain distinct regions with varying color or texture
properties. It excels in capturing regions characterized by uniform attributes, enabling
meaningful segmentation. However, region-based segmentation may encounter
challenges when applied to images with noisy or cluttered backgrounds, as well as
images where regions overlap or share similar properties.

Understanding the various algorithms used in region-based segmentation is essential
for effectively utilizing this technique in computer vision applications. Region-based
segmentation finds extensive application in tasks such as object recognition, image
understanding, and scene analysis. By segmenting images into regions based on color
or texture properties, this technique facilitates a more detailed analysis and
interpretation of visual information.

To summarize, region-based segmentation is a powerful technique in computer vision
that partitions images into distinct regions based on the similarity of pixel properties.
Algorithms such as region growing and split-and-merge are commonly employed for this
purpose. Region-based segmentation is particularly suitable for images with smooth
color transitions and distinct regions, while considerations must be given to challenges
posed by noisy backgrounds or overlapping regions. Proficiency in the knowledge and



application of region-based segmentation algorithms is essential for effective image
analysis and interpretation in computer vision.

Clustering-Based Segmentation
Clustering-based segmentation is a versatile technique in computer vision that aims to
group pixels in an image into clusters based on their similarity. By utilizing clustering
algorithms, this technique identifies and groups together pixels with similar properties,
such as color or texture, to form distinct regions within the image.

One commonly used algorithm for clustering-based segmentation is the k-means
algorithm. This iterative algorithm partitions the image into k clusters by assigning each
pixel to the nearest cluster center and updating the cluster centers based on the
average of the pixels in the cluster. The process continues until the cluster centers
converge to a stable configuration. The k-means algorithm is effective in segmenting
images with distinct clusters of similar properties.

Another clustering algorithm employed for segmentation is the mean shift algorithm.
This non-parametric algorithm iteratively shifts the kernel density estimate of the pixel
distribution until a stable configuration is reached. The mean shift algorithm identifies
dense regions in the image and assigns pixels to corresponding clusters, resulting in a
set of clusters representing distinct regions in the image. This algorithm is particularly
useful for segmenting images with complex distributions of color or texture.



Clustering-based segmentation is advantageous for images with intricate color or
texture distributions, as well as images with overlapping regions. It can effectively
capture regions with similar properties and separate them from the background.
However, it may encounter challenges when applied to images with noisy or cluttered
backgrounds or images with gradual color or texture changes.

Understanding the different clustering algorithms and their properties is essential for
effectively utilizing clustering-based segmentation techniques in various computer vision
applications. Clustering-based segmentation plays a significant role in tasks such as
object recognition, image segmentation, and image analysis. By segmenting images
based on color or texture properties, this technique enables a more detailed
understanding and interpretation of visual information.

To summarize, clustering-based segmentation is a versatile technique in computer
vision that groups pixels into clusters based on similarity. Algorithms such as k-means
and mean shift are commonly used for this purpose. Clustering-based segmentation is
suitable for images with complex color or texture distributions and overlapping regions,
but challenges may arise in images with noisy backgrounds or gradual property
changes. Proficiency in understanding and applying clustering algorithms is crucial for
effective image analysis and interpretation in computer vision.



CODE EXAMPLE
In the edge-based segmentation section of Chapter 4, we discuss the importance of
edge detection techniques in segmenting an image based on the boundaries of objects
within it. There are several popular edge detection algorithms, including Canny edge
detection, Sobel edge detection, and Prewitt edge detection.

Canny edge detection is one of the most commonly used algorithms due to its ability to
accurately detect edges and suppress noise. It works by first applying Gaussian
smoothing to the image to remove noise, then calculating the gradient of the smoothed
image to determine the edges. Finally, it uses hysteresis thresholding to connect edges
and eliminate weak edges that may not be significant.

Sobel and Prewitt edge detection are also widely used. Both of these algorithms use
gradient-based methods to detect edges. Sobel operators compute the gradient of the
image intensity at each pixel, while Prewitt operators use convolution masks to
approximate the image gradient.

Here is an example code for Canny edge detection using OpenCV in Python:

import cv2

import numpy as np

# Load image

img = cv2.imread('image.jpg', 0)

# Apply Gaussian blur

blur = cv2.GaussianBlur(img, (5,5), 0)

# Calculate edges using Canny edge detection

edges = cv2.Canny(blur, 100, 200)

# Display the results



cv2.imshow('Original Image', img)

cv2.imshow('Edges', edges)

cv2.waitKey(0)

cv2.destroyAllWindows()

This code loads an image, applies Gaussian blur to reduce noise, and then uses Canny
edge detection to calculate the edges. Finally, it displays the original image and the

resulting edges.

Overall, edge detection techniques play a crucial role in image segmentation by
identifying the boundaries between objects in an image. By using appropriate algorithms
such as Canny, Sobel, and Prewitt edge detection, we can accurately segment an
image based on its edges.


