
Lesson 3: Feature Detection and Extraction
Feature detection and extraction play a crucial role in computer vision as they involve
identifying and describing key visual patterns or characteristics within an image. These
distinctive features serve as fundamental building blocks for a wide range of computer
vision applications, including object recognition, tracking, image registration, and more.

The process of feature detection begins with analyzing the image to identify points or
regions that possess unique properties. These properties can be based on variations in
color, intensity, texture, shape, or other visual attributes. Feature extraction follows the
detection phase and involves quantifying and describing the identified features in a
meaningful and compact manner.

There are various techniques and algorithms used for feature detection and extraction.
One popular approach is the use of local feature detectors, such as the Scale-Invariant
Feature Transform (SIFT), Speeded-Up Robust Features (SURF), and Oriented FAST
and Rotated BRIEF (ORB). These methods aim to identify and extract features that are
invariant to changes in scale, rotation, and illumination.

Once the features are detected and extracted, they can be utilized in numerous
computer vision applications. Object recognition involves matching the extracted
features with a database of known objects or patterns, enabling the system to identify
and categorize objects within an image or video stream. Feature tracking focuses on
following the movement of specific features over time, allowing for tasks such as motion
analysis, video stabilization, or object tracking. Image registration employs
feature-based techniques to align multiple images or map different image modalities to
facilitate comparisons or create composite images.

Feature detection and extraction algorithms need to be robust to variations in lighting
conditions, noise, occlusions, and viewpoint changes to ensure reliable and accurate
results. Ongoing research focuses on developing more advanced feature detection and
extraction techniques that can handle complex scenes, scale to large datasets, and
exhibit improved efficiency and accuracy.

Overall, feature detection and extraction are fundamental steps in computer vision,
enabling machines to understand and interpret visual information. By capturing and
characterizing distinctive image features, computer vision systems can achieve tasks
ranging from object recognition and tracking to image registration and beyond. As
technology progresses, these techniques will continue to evolve, enabling more



sophisticated and accurate computer vision applications in diverse fields such as
robotics, healthcare, surveillance, and augmented reality.

Feature Detection Techniques
Feature detection techniques are fundamental in computer vision as they enable the
identification and localization of key points or regions of interest within an image. These
techniques play a vital role in various computer vision applications by providing
essential information about specific areas that are relevant to the task at hand.

One widely used feature detection technique is the Harris corner detector. It operates on
the principle that corner regions exhibit significant variations in intensity compared to
regions with straight edges. The algorithm analyzes the image to assess how the
intensity changes in all directions around each pixel. By detecting locations where
intensity changes occur in two directions, the Harris corner detector identifies potential
corner points.

Another notable technique is the Shi-Tomasi corner detector, which is an improvement
over the Harris corner detector. The Shi-Tomasi algorithm considers a pixel
neighborhood around each candidate corner point and selects the points with the
smallest eigenvalues. These points indicate the highest contrast in the surrounding
pixels, resulting in more reliable corner detection.

In addition to corner detection, the Canny edge detector is widely employed for
detecting edges within an image. The Canny algorithm involves several stages,
including image blurring to reduce noise, calculation of intensity gradients to identify
potential edge locations, suppression of non-maximum edges to refine the detected
edges, and hysteresis thresholding to eliminate weak and spurious edges.

Feature detection techniques are pivotal in identifying and localizing regions that
possess specific characteristics relevant to the task at hand. By accurately detecting
keypoints, computer vision systems can facilitate various applications, such as object
recognition, image stitching, augmented reality, and image alignment. These techniques
are essential for extracting meaningful information from digital images and enabling
machines to perceive and understand visual data.

Understanding and mastering feature detection techniques are crucial for effectively
analyzing digital images in diverse computer vision applications. Ongoing research
focuses on developing advanced algorithms that are robust to noise, scale, and lighting



variations, enabling more accurate and reliable feature detection in complex real-world
scenarios. Continued advancements in feature detection techniques will contribute to
the progress of computer vision, powering a wide range of applications across
industries, including robotics, autonomous systems, medical imaging, and more.

One commonly used technique for feature detection is the Harris corner detector,
which identifies corners as regions of high variation in intensity in two directions. The
Harris corner detection algorithm can be implemented in Python using the following

code:

def harris_corner_detection(image, k=0.04, threshold=0.1,

window_size=3):

dx = cv2.Sobel(image, cv2.CV_64F, 1, 0, ksize=3)

dy = cv2.Sobel(image, cv2.CV_64F, 0, 1, ksize=3)

dx2 = dx ** 2

dy2 = dy ** 2

dxdy = dx * dy

corner_response = ((cv2.filter2D(dx2, -1, np.ones((window_size,

window_size)))) * (cv2.filter2D(dy2, -1, np.ones((window_size,

window_size)))) - ((cv2.filter2D(dxdy, -1, np.ones((window_size,

window_size)))) ** 2) - k * ((cv2.filter2D(dx2, -1,

np.ones((window_size, window_size)))) + (cv2.filter2D(dy2, -1,

np.ones((window_size, window_size))))) ** 2

corners = []

for i in range(window_size, image.shape[0]-window_size):

for j in range(window_size, image.shape[1]-window_size):

if corner_response[i, j] > threshold *

corner_response.max():

corners.append((i, j))

return corners

Here, the Sobel operator is used to compute the first-order derivatives of the image in
the x and y directions. These derivatives are then used to compute the elements of the
Harris matrix, which is used to determine the corner response. The corners are then

identified as points with a corner response above a certain threshold.



Feature Extraction Techniques
Feature extraction techniques are crucial in computer vision as they enable the
representation and description of keypoints identified through feature detection. The
objective of feature extraction is to create robust representations of keypoints that are
invariant to changes in scale, rotation, and illumination, facilitating reliable matching and
recognition of features across different images.

Among the popular feature extraction techniques, the Scale-Invariant Feature Transform
(SIFT) stands out. SIFT identifies keypoints at multiple scales and describes each
keypoint by constructing a histogram of local gradient orientations. These descriptors
are immune to variations in scale, rotation, and affine distortions, making them highly
effective for matching and recognizing features in diverse images.

Another widely used technique is the Speeded Up Robust Feature (SURF), which is a
variant of SIFT. SURF employs integral images to efficiently compute scale-invariant
descriptors. Compared to SIFT, SURF offers faster processing while maintaining
robustness against viewpoint changes and variations in lighting conditions.

Oriented FAST and Rotated BRIEF (ORB) is another notable feature extraction
technique designed for real-time applications. ORB combines the FAST corner detector
and the BRIEF descriptor to achieve fast and efficient performance while retaining
robustness to noise and rotation changes.

By employing feature extraction techniques, computer vision systems can effectively
describe keypoints and generate feature descriptors that capture the distinctive
characteristics of each keypoint. These descriptors serve as compact representations of
keypoints, enabling efficient matching, recognition, and tracking of objects and scenes
in various applications, including image retrieval, augmented reality, and robotics.

Continued research in feature extraction focuses on developing advanced techniques
that are more robust to challenging conditions, such as occlusions, viewpoint changes,
and illumination variations. Improving the efficiency and discriminative power of feature
descriptors contributes to the advancement of computer vision applications, enabling
machines to accurately perceive and interpret visual information in real-world scenarios.



One commonly used technique for feature extraction is the Scale-Invariant Feature
Transform (SIFT), which extracts distinctive features based on their scale and

orientation. The SIFT algorithm can be implemented in Python using the following code:

import cv2

image = cv2.imread('image.jpg')

gray = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY)

sift = cv2.xfeatures2d.SIFT_create()

keypoints, descriptors = sift.detectAndCompute(gray, None)

image_with_keypoints = cv2.drawKeypoints(image, keypoints, None)

cv2.imshow('Image with keypoints', image_with_keypoints)

cv2.waitKey(0)

cv2.destroyAllWindows()

Here, the SIFT detector is first created using the cv2.xfeatures2d.SIFT_create()
function. The detectAndCompute() function is then used to detect the keypoints and

extract their descriptors. Finally, the keypoints are visualized on the original image using
the drawKeypoints() function.

Local Feature Descriptors
Local feature descriptors play a vital role in computer vision by providing detailed
descriptions of the local properties surrounding keypoints identified in an image. These
descriptors encode valuable information about the texture, shape, and other distinctive
characteristics in the vicinity of keypoints. By capturing these local properties, local
feature descriptors facilitate matching and comparison of keypoints across multiple



images, enabling a range of computer vision applications, including object recognition,
tracking, and image retrieval.

One widely utilized local feature descriptor is the Histogram of Oriented Gradients
(HOG). The HOG descriptor computes the gradient magnitude and orientation at each
pixel within a local region surrounding the keypoint. It then constructs a histogram that
represents the distribution of gradient orientations in that region. HOG descriptors are
frequently employed in applications such as pedestrian detection and face recognition,
where the distribution of gradient orientations plays a crucial role in discriminating
between different objects or individuals.

Another prominent local feature descriptor is Local Binary Patterns (LBP). LBP is a
popular local feature descriptor that captures the texture patterns present in the
neighborhood of keypoints. It operates by comparing the intensity values of pixels within
a circular neighborhood surrounding the keypoint to a predefined threshold value.

To compute the LBP descriptor, the intensities of the neighboring pixels are compared to
the intensity of the central pixel. If a neighboring pixel's intensity is greater or equal to
the central pixel's intensity, a binary value of 1 is assigned to that pixel; otherwise, a
binary value of 0 is assigned. This process is repeated for each pixel within the circular



neighborhood, resulting in a binary pattern consisting of 1s and 0s that represents the
local texture information.

The binary pattern obtained from the comparisons is then converted into a decimal
number, which serves as the LBP descriptor for the keypoint. The decimal
representation allows for easy comparison and computation of similarity between
keypoints based on their local texture patterns.

LBP descriptors have found applications in various computer vision tasks, particularly in
texture recognition and face recognition.

The Scale-Invariant Feature Transform (SIFT) descriptor is another notable local
feature descriptor. SIFT describes the distribution of gradient magnitudes and
orientations within a local region surrounding the keypoint. Notably, SIFT is invariant to
scale changes, rotation, and affine distortion, making it particularly effective in matching
features across different images. The SIFT descriptor has been widely adopted in
diverse computer vision applications, ranging from object recognition to image stitching.

By employing local feature descriptors, computer vision systems can effectively capture
and represent the local properties of keypoints. These descriptors offer compact and
informative representations that enable efficient matching, recognition, and tracking of



objects and scenes. Local feature descriptors enhance the robustness of computer
vision algorithms by focusing on the local details, enabling the extraction of meaningful
and distinctive features from images.

Ongoing research in local feature descriptors aims to develop advanced techniques that
are more resilient to challenging conditions, such as viewpoint changes, occlusions, and
variations in illumination. Enhancements in the design and efficiency of local feature
descriptors contribute to the continuous improvement of computer vision applications,
empowering machines to accurately analyze and interpret visual information for a wide
range of real-world scenarios.

Global Feature Descriptors
Global feature descriptors are essential for representing the overall properties of an
image and are widely used in computer vision tasks such as image classification and
retrieval. These descriptors capture the global characteristics of an image without
considering the spatial arrangement of specific regions or keypoints.

One popular global feature descriptor is the Color Histogram. Color Histograms provide
a statistical representation of the distribution of color values in an image. This is
achieved by dividing the color space into bins and counting the number of pixels that fall
into each bin. Color histograms are widely used in image retrieval systems, where
images are compared based on their color distributions. They are also employed in
color-based object recognition tasks, allowing the recognition of objects based on their
color signatures.

Another commonly used global feature descriptor is the Bag of Visual Words (BOVW)
representation. BOVW involves clustering the local feature descriptors extracted from
the image into a set of visual words or codewords. These visual words represent
distinctive visual patterns or features in the image. The image is then represented as a
histogram of the visual words, capturing the frequency of occurrence of each visual
word. BOVW is widely used in tasks such as image classification and retrieval, where
images are matched based on the presence and frequency of visual patterns.

Convolutional Neural Network (CNN) features have gained significant attention and
popularity in recent years. CNNs are deep learning models specifically designed for
image analysis and are capable of automatically learning high-level features from
images. The features learned by CNNs can be extracted from intermediate layers of the



network and used as a global feature descriptor for the image. These descriptors
capture abstract and discriminative representations of the image content, enabling
highly accurate image classification and object detection.

Global feature descriptors play a crucial role in various computer vision applications,
enabling the analysis and understanding of images as a whole. They provide compact
and informative representations that allow for efficient and effective image retrieval,
classification, and recognition. Understanding these techniques is essential for
practitioners and researchers in the field of computer vision, as they form the foundation
for many image-based tasks and algorithms. Ongoing research in global feature
descriptors aims to improve their discriminative power, robustness to variations, and
integration with other techniques, further advancing the field of computer vision.


