
Lesson 12: Topic Modeling
Topic modeling is a machine learning technique that is used to identify topics or themes
in a collection of text documents. The process involves analyzing the content of the text
documents to automatically group them into topics based on their shared
characteristics.

The most commonly used algorithm for topic modeling is Latent Dirichlet Allocation
(LDA). LDA assumes that each document is a mixture of a small number of topics and
that each word in the document is associated with one of those topics. It then uses
statistical inference to estimate the topic proportions and word distributions for each
topic.

The process of topic modeling involves the following steps:

● Data pre-processing: The text data is pre-processed to remove stop words,
transform the text into a numerical representation, and apply techniques such as
stemming or lemmatization to reduce the number of features.

● Topic modeling: The LDA algorithm is applied to the pre-processed text data to
identify the topics and their associated word distributions.



● Model evaluation: The performance of the topic model is evaluated using
metrics such as coherence or perplexity.

Topic modeling has many practical applications, such as identifying trends in social
media posts, analyzing customer feedback, and organizing news articles or scientific
papers. It helps to identify the underlying themes and patterns in a large collection of
text documents, which can be used to extract insights and make informed decisions.

However, topic modeling is not without its limitations. The quality of the topic model
depends on the quality of the pre-processed text data and the algorithm used.
Additionally, it can be difficult to interpret the topics and their associated word
distributions without human intervention. Researchers are working on developing better
algorithms and techniques for topic modeling to improve its accuracy and efficiency.

Latent Dirichlet Allocation (LDA)
Latent Dirichlet Allocation (LDA) is a widely used probabilistic generative model in the
field of topic modeling. Its purpose is to automatically identify topics within a corpus of
text documents. LDA assumes that each document is a mixture of a small number of
underlying topics, and each word in a document is associated with one of those topics.
By estimating the topic proportions and word distributions, LDA unveils the latent topics
present in the text data.

The LDA algorithm consists of several key steps: initialization, estimation, inference,
and evaluation. First, the desired number of topics is chosen, and the algorithm assigns
words in each document to a topic at random. The algorithm then iteratively estimates
the topic proportions and word distributions based on the current assignments of words
to topics. This process continues until a convergence criterion is met. Once the topic
proportions and word distributions have been estimated, the algorithm infers the topic
distribution for each document, indicating the relative presence of each topic. Finally,
the performance of the LDA model is evaluated using metrics such as coherence or
perplexity, which assess the quality of the learned topics.

LDA finds practical applications in a variety of domains. It enables the identification of
themes in social media posts, facilitates the analysis of customer feedback, and assists
in organizing news articles or scientific papers into meaningful topic clusters. However,
it is important to note that the quality of the resulting topic model heavily depends on the
quality of the pre-processed text data and the appropriate selection of hyperparameters.



Moreover, interpreting the topics and their associated word distributions often requires
human intervention and domain expertise.

To further enhance the accuracy and efficiency of topic modeling algorithms like LDA,
ongoing research efforts focus on developing advanced techniques and variations.
Researchers aim to improve the interpretability of the discovered topics, optimize
parameter selection methods, and explore extensions to handle specific challenges in
diverse text data collections. By pushing the boundaries of topic modeling, these
advancements contribute to the continued progress of uncovering hidden structures and
insights within textual information.

EXAMPLE CODE

In this code example, we start by defining a collection of documents as a list of strings.
We then preprocess the documents by converting them to lowercase, removing stop
words, and splitting them into individual words. Next, we create a dictionary of terms

and a bag of words representation of the documents using the Gensim library.



We then train the LDA model on the corpus of documents using the LdaModel class in
Gensim. We specify the number of topics we want to discover (num_topics) and the
number of passes through the corpus (passes). We also set per_word_topics to True

to get the topic distribution for each word in the documents.

After training the model, we print out the topics and their associated words using the
print_topics() method. Finally, we visualize the topics using the pyLDAvis library,

which generates an interactive visualization that shows the distribution of topics and the
most representative words for each topic.

Similarly, we can use Non-negative Matrix Factorization (NMF) for topic modeling by
replacing the LDA model with an NMF model in the code example above. The NMF
algorithm factorizes the document-term matrix into two non-negative matrices, one

containing the topic distributions for each document and the other containing the word
distributions for each topic.

import gensim

from gensim import corpora

# Load the corpus of documents

documents = ["Machine learning is the future of technology",

"Natural language processing is a challenging field",

"Deep learning models are difficult to train",

"Data science is a combination of statistics and

computer science",

"Computer vision is the study of how computers can

interpret visual information",

"Artificial intelligence has the potential to

revolutionize many industries"]

# Preprocess the documents

stopwords = set(['is', 'the', 'of', 'and', 'a', 'in'])

texts = [[word for word in document.lower().split() if word not in

stopwords] for document in documents]



# Create a dictionary of terms

dictionary = corpora.Dictionary(texts)

# Create a bag of words representation of the documents

corpus = [dictionary.doc2bow(text) for text in texts]

# Train the LDA model

lda_model = gensim.models.ldamodel.LdaModel(corpus=corpus,

id2word=dictionary,

num_topics=3,

passes=10,

alpha='auto',

per_word_topics=True)

# Print the topics and their associated words

for topic in lda_model.print_topics():

print(topic)

# Visualize the topics

import pyLDAvis.gensim_models

pyLDAvis.enable_notebook()

pyLDAvis.gensim_models.prepare(lda_model, corpus, dictionary)

Non-negative Matrix Factorization (NMF)
Non-negative Matrix Factorization (NMF) is a powerful machine learning technique that
plays a crucial role in text data analysis. It aims to extract meaningful features and
reduce the dimensionality of text data by decomposing a non-negative matrix into two
low-rank matrices while enforcing non-negativity constraints on their elements.



When applied to text data, NMF is particularly useful in topic modeling tasks. In this
context, the matrix represents the term-document matrix, where each row corresponds
to a term and each column corresponds to a document. The low-rank matrices obtained
through NMF represent the topics and their associated word distributions. The main
objective of NMF in topic modeling is to identify a concise set of topics that best capture
the relationships among the terms and documents within the corpus.

The NMF algorithm consists of three essential steps: initialization, optimization, and
interpretation. In the initialization step, the algorithm randomly initializes the low-rank
matrices based on the desired number of topics. The optimization step involves
iteratively updating these matrices to minimize the reconstruction error between the
original matrix and its approximation. Finally, once the low-rank matrices have been
estimated, the algorithm proceeds to interpret the topics and their corresponding word
distributions.

The applications of NMF in text data analysis are vast and diverse. It is commonly
employed in tasks such as social media analysis, customer feedback analysis, and
document clustering. By utilizing NMF, analysts can effectively identify relevant topics,
gain insights into sentiment patterns, and organize textual information into meaningful
groups. However, it is important to note that the quality of the topic model heavily
depends on the quality of the pre-processed text data and the appropriate selection of
hyperparameters. Additionally, interpreting the discovered topics and their associated
word distributions can be challenging without human intervention and domain expertise.



To further enhance the performance and applicability of NMF algorithms in topic
modeling and other text data applications, ongoing research efforts are dedicated to
improving their accuracy and efficiency. Researchers aim to refine the interpretability of
the discovered topics, develop advanced techniques for parameter selection, and
explore variations of NMF that can address specific challenges and complexities
present in diverse text data collections. Through these endeavors, the potential of NMF
in extracting meaningful insights from text data continues to expand.

EXAMPLE CODE

First, we import the necessary libraries, including TfidfVectorizer from scikit-learn, which
is used to vectorize the text data, and NMF from scikit-learn, which is used to perform

the NMF.
Next, we load the dataset of news articles and vectorize the data using TfidfVectorizer.
We set the maximum document frequency to 0.95, the minimum document frequency to

2, and remove stop words to prepare the data for NMF.
We then perform NMF on the vectorized data, setting the number of topics to 10 and the

random state to 1.
Finally, we print the top 10 words for each topic, which gives us an idea of the

underlying topics in the dataset of news articles.
Note that NMF is an unsupervised learning technique and does not require labeled data

for training. It is a useful technique for discovering hidden patterns and topics in
unstructured data.

# Import necessary libraries

from sklearn.feature_extraction.text import TfidfVectorizer

from sklearn.decomposition import NMF

# Load the dataset

data = open("news_articles.txt").read().splitlines()

# Vectorize the data using TfidfVectorizer

vectorizer = TfidfVectorizer(max_df=0.95, min_df=2,

stop_words='english')



X = vectorizer.fit_transform(data)

# Perform NMF on the vectorized data

num_topics = 10

nmf = NMF(n_components=num_topics, random_state=1)

nmf.fit(X)

# Print the top 10 words for each topic

feature_names = vectorizer.get_feature_names()

for i, topic in enumerate(nmf.components_):

print("Topic %d:" % (i+1))

print(", ".join([feature_names[j]

for j in topic.argsort()[:-11:-1]]))

Evaluation Metrics for Topic Modeling
Evaluation metrics for topic modeling are used to assess the quality and effectiveness
of a topic model in identifying the underlying themes and patterns in a collection of text
documents. These metrics help to determine how well the model performs and can be
used to optimize its performance for specific use cases and datasets.

One commonly used evaluation metric for topic modeling is coherence, which measures
the degree of semantic similarity between the words that make up a topic. Coherence is
based on the intuition that a good topic should have words that are highly related to
each other. To compute coherence, the model generates a set of top words for each
topic, and then measures the degree of similarity between these words using a
coherence score. A higher coherence score indicates better performance.

Another commonly used evaluation metric for topic modeling is perplexity, which
measures how well the model can predict unseen documents based on the learned
topics. A lower perplexity score indicates better performance. Perplexity is often used as
a proxy for the model's ability to generalize to new data.



Topic diversity is another important evaluation metric for topic modeling. It measures
how distinct the topics are from each other. A higher diversity score indicates that the
topics cover a broader range of themes and are not too similar to each other. Topic
diversity is particularly important when the goal is to identify a comprehensive set of
themes or when the documents cover a wide range of topics.

It is important to choose the appropriate evaluation metrics based on the specific use
case and dataset to accurately assess the performance of the topic model. Additionally,
human evaluation and interpretation are often required to assess the quality and
relevance of the identified topics and their associated word distributions. Subject matter
experts can review the identified topics and provide feedback on their accuracy and
relevance to the domain.


