
Lesson 11: Text Classification
Text classification is a machine learning technique used to automatically classify text
documents into one or more predefined categories based on their content. It has many
practical applications, including spam filtering, sentiment analysis, topic modeling, and
content categorization.

Text classification involves training a machine learning model on a labeled dataset of
text documents, where each document is associated with one or more categories. The
model learns to identify patterns and features in the text that are predictive of the
categories, and then uses those patterns to classify new, unlabeled documents.

There are several popular algorithms used for text classification, including:

● Naive Bayes: A probabilistic algorithm that calculates the probability of a
document belonging to each category based on the presence or absence of
specific words or features.

● Support Vector Machines (SVM): A supervised learning algorithm that finds the
best hyperplane that separates the documents into different categories.

● Decision Trees: A tree-based algorithm that builds a tree of decisions based on
features in the documents to classify them into different categories.

● Neural Networks: A machine learning algorithm that is based on the structure
and function of the human brain. It can learn complex patterns and features in
the text data and is commonly used in deep learning-based approaches to text
classification.

The performance of a
text classification
model is typically
evaluated using
metrics such as
precision, recall, and
F1 score, which
measure the accuracy
of the model in
predicting the correct
categories. These



metrics are calculated by comparing the predicted categories to the actual categories
for a set of test data.

Text classification has many practical applications in various fields, such as in
e-commerce for product categorization, in healthcare for disease classification, and in
social media for sentiment analysis. Ongoing research is focused on developing better
algorithms and techniques for text classification to improve its accuracy and
effectiveness for real-world applications.

Definition and Importance of Text Classification
Text classification is a fundamental technique used for processing and analyzing vast
volumes of unstructured text data, encompassing diverse sources like social media
posts, customer reviews, news articles, and academic papers. Its applications span a
wide range of domains, including spam filtering, sentiment analysis, content
categorization, and topic modeling.

The importance of text classification lies in its ability to unlock valuable insights from
unstructured text data. By accurately categorizing text into meaningful groups,
organizations can gain a deeper understanding of customer opinions, interests, and
preferences. This knowledge serves as a foundation for informed decision-making,
enabling businesses to improve their products and services, enhance customer
satisfaction, and drive growth. For instance, classifying customer reviews into positive,
neutral, or negative categories helps identify areas of improvement and address
customer concerns promptly.

Text classification also facilitates efficient information retrieval and organization. By
categorizing documents based on their content, it becomes easier to identify relevant
news articles or academic papers for specific topics. This streamlines research
processes, aids in information discovery, and supports effective search and retrieval of
relevant documents.

The performance evaluation of text classification models relies on various metrics,
including accuracy, precision, recall, and the F1 score. These metrics gauge the model's
effectiveness in correctly predicting the categories of a given set of test data. By
analyzing these metrics, researchers and practitioners can assess the model's
performance, fine-tune its parameters, and improve its overall accuracy and reliability.



The field of text classification is a vibrant area of research, continuously advancing with
efforts to develop more sophisticated algorithms and techniques. Researchers are
dedicated to refining existing approaches, exploring novel methodologies, and
leveraging emerging technologies such as deep learning and natural language
processing to enhance the accuracy, efficiency, and scalability of text classification
models.

In conclusion, text classification is a powerful tool for processing and analyzing
unstructured text data. Its applications across industries are diverse and far-reaching,
enabling organizations to gain insights, make data-driven decisions, and improve
customer experiences. Ongoing research and development in text classification promise
exciting advancements, propelling the field forward and unlocking new possibilities for
understanding and leveraging textual information.

Supervised Text Classification
Supervised text classification is a machine learning technique that uses labeled data to
train a model to classify new, unlabeled text documents based on their content. The
process of supervised text classification begins with collecting a dataset of labeled text
documents that are associated with predefined categories.

The text data is pre-processed to remove stop words, transform the text into a
numerical representation, and apply techniques such as stemming or lemmatization to
reduce the number of features. Relevant features are then extracted from the
pre-processed text data, such as n-grams, part-of-speech tags, or semantic features.

Next, a machine learning model is trained on the labeled data to learn to recognize
patterns and features in the text data that are predictive of the predefined categories.
Common algorithms used for text classification include Naive Bayes, Support Vector
Machines (SVM), Decision Trees, and Neural Networks.

Once the model has been trained, its performance is evaluated on a set of test data
using metrics such as accuracy, precision, recall, and F1 score. This helps to assess
how well the model is able to classify new, unlabeled text documents.

Supervised text classification has many practical applications, including spam filtering,
sentiment analysis, content categorization, and topic modeling. It helps organizations to
analyze large amounts of unstructured text data, extract insights, and make informed
decisions based on customer feedback and market trends.



However, supervised text classification requires labeled data, which can be
time-consuming and costly to obtain. Additionally, it may struggle with handling unseen
categories not present in the training data. Research is ongoing to develop better
algorithms and techniques for improving the accuracy and efficiency of supervised text
classification models.

EXAMPLE CODE

In this example, we have a small labeled dataset of four documents, two positive and
two negative, and we want to train a machine learning model to classify new, unseen
documents as either positive or negative. We first use the CountVectorizer class from
scikit-learn to vectorize the training documents using a Bag of Words model. We then

train a Naive Bayes classifier on the vectorized data. To classify new, unseen
documents, we use the same vectorizer to transform the test documents into vectors
and then apply the trained classifier to make predictions. The output of the program is

the predicted labels for the test documents.

from sklearn.feature_extraction.text import CountVectorizer

from sklearn.naive_bayes import MultinomialNB

# Training data

docs = ["This is a positive document", "This is a negative document",

"Another positive document", "Another negative document"]

labels = ["positive", "negative", "positive", "negative"]

# Vectorize documents using BoW model

vectorizer = CountVectorizer()

X_train = vectorizer.fit_transform(docs)

# Train Naive Bayes classifier

clf = MultinomialNB()

clf.fit(X_train, labels)



# Test data

test_docs = ["This is a new document", "Another new document"]

X_test = vectorizer.transform(test_docs)

# Classify test data

predictions = clf.predict(X_test)

print(predictions)

Unsupervised Text Classification
Unsupervised text classification is a powerful machine learning technique that enables
the automatic categorization of text documents into groups without the need for
predefined categories or labeled data. Unlike supervised text classification, which relies
on labeled data for training, unsupervised text classification leverages the inherent
structure and content of the text data itself.

The process of unsupervised text classification begins with pre-processing the text data.
Steps such as removing stop words, converting text into numerical representations, and
applying techniques like stemming or lemmatization help to streamline the data.
Relevant features, including n-grams, part-of-speech tags, or semantic features, are
then extracted from the pre-processed text. These features capture the key
characteristics of the text documents and serve as the basis for clustering similar
documents together.

The performance of unsupervised text classification models is evaluated using metrics
like purity, entropy, or F1 score. These metrics provide insights into the quality of the
clustering and how well the model captures the inherent structure and patterns within
the text data.

Unsupervised text classification has a wide range of practical applications. It can be
used to identify topics or themes in large collections of text documents, uncover



patterns or trends in customer feedback or social media posts, and detect anomalies or
outliers in text data.

However, unsupervised text classification comes with its own set of challenges. The
quality of the clustering heavily relies on the quality of the extracted features and the
choice of clustering algorithm. Evaluating the performance of unsupervised text
classification models can be challenging without predefined categories or labeled data
for comparison.

Ongoing research efforts are dedicated to advancing unsupervised text classification
techniques. This includes exploring deep learning-based approaches and hybrid models
that combine supervised and unsupervised techniques. These advancements aim to
improve the accuracy and efficiency of unsupervised text classification and further
enhance its applicability in real-world scenarios.

EXAMPLE CODE

In this example, we have a dataset of news articles and we want to cluster them into
topics using unsupervised text classification with Latent Dirichlet Allocation (

from gensim import corpora, models

import pandas as pd

# Load data

df = pd.read_csv("news_articles.csv")

# Preprocess text data

documents = df["text"].tolist()

texts = [[word for word in document.lower().split() if len(word) > 3]

for document in documents]

# Create dictionary and bag of words corpus

dictionary = corpora.Dictionary(texts)



corpus = [dictionary.doc2bow(text) for text in texts]

# Train LDA model

lda_model = models.ldamodel.LdaModel(corpus, num_topics=10,

id2word=dictionary, passes=10)

# Assign topics to documents

topics = [lda_model[doc] for doc in corpus]

print(topics)

Evaluation Metrics for Text Classification
Evaluation metrics play a pivotal role in measuring the performance of text classification
models, enabling an assessment of their ability to accurately categorize text documents
into predefined categories. These metrics serve as valuable indicators of model
effectiveness and provide insights for optimizing its performance. The most commonly
used evaluation metrics for text classification encompass accuracy, precision, recall, F1
score, ROC curve, and confusion matrix.

Accuracy is a metric that measures the proportion of correctly classified documents in
relation to the total number of documents. Precision quantifies the proportion of true
positives to the total number of documents predicted as positive. Recall, on the other
hand, evaluates the proportion of true positives to the total number of actual positive
documents. The F1 score, which is the harmonic mean of precision and recall, is
particularly suitable for assessing model performance on imbalanced datasets.

The ROC (Receiver Operating Characteristic) curve is a graphical representation that
illustrates the trade-off between true positives and false positives. It is particularly useful
for evaluating binary classification models and visualizing their performance across
different thresholds. Additionally, the confusion matrix provides a comprehensive



visualization of the model's performance by presenting the number of correct and
incorrect predictions, facilitating a deeper understanding of areas for improvement.

Selecting appropriate evaluation metrics is essential for accurately assessing the
effectiveness of text classification models and guiding performance optimization. The
choice of metrics should align with the specific use case and characteristics of the
dataset under consideration. Different evaluation metrics shed light on various aspects
of model performance, ensuring a comprehensive evaluation that informs adjustments
and enhancements.

In conclusion, evaluation metrics play a vital role in assessing and optimizing the
performance of text classification models. By employing a combination of metrics such
as accuracy, precision, recall, F1 score, ROC curve, and confusion matrix, researchers
and practitioners gain valuable insights into model effectiveness and areas for
improvement. The thoughtful selection and application of evaluation metrics contribute
to the development of robust and accurate text classification models that effectively
address real-world challenges.


